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CHAPTER I: GENERAL INTRODUCTION

A Brief Introduction to Chemistry

The term “chemistry” has a complex long-debated etymofogiDne strain of
thought derives the word from Greek origiand others from the Egyptidior Arabic.
Hilditch in hisA Concise History of Chemistsfates that, “With regard to the origin of
the word ‘chemistry,’ there is a choice of about six very plausible ‘derivation * He
does not go so far as to state which choice he prefers. According to the noted chemical
historian and author of a large four volume work on the history of chemistry, Dr. J. R.
Partington, “The name ‘chemistry’ first occurs in an edict of the Emi@omietian in
A.D. 296 . . .”® It appears to come from the Greek temipeia (chemeid which is
derived from the native designation of Hellenized Edy/Btolemaic Egypt was known
aschemeiawnhich was a reference to its black colored soil. The Arabic form of this term
gave rise to the term “alchemy” which was known as “the black arts.” \i¢ileray
being the forerunner to chemisityseems that the term “chemistry” ultimately comes
down to etymologically meaning, “the Egyptian aftChemistry is then derived from the
term that was used to describe those who practiced such, what we know as alchemy, in
Egypt.

Alchemy was commonly practiced until the time of the renaissance. The
alchemists were mostly concerned with transmutating things into gold via the
“philospher’s stone.” This obsession with producing and procuring wealth also extended

to the protofield of medicine. They searched for the “elixir of life” which wowe gi
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eternal youth. This would have been of immense value given the time period (before the
advent of modern medicine and the germ theory of disease) and the ongoing stitiggle
the bubonic plague. This medicinal side of alchemy eventually became known as
iatrochemistry and was practiced in the sixteenth and seventeenth cehideemy as

a whole would have undoubtedly been a fascinating and curious field to work in with its
mixture of philosophy, mysticism and pseudoscience yet many grew skeptisal of
practice. The proto-science of alchemy, which often contained mysteriousnéde was
eventually dismissed as pseudoscience and any contributions it made to aetical sci
were incorporated and reformed into the study of chemistry during thesanee

period.’

Chemistry is usually taken to be the study of the properties and behavior of
matter, where matter refers to the physical materials of the univetdatleamass and
occupy spacé.Even this very general definition does not quite capture the full extent of
what is studied in the modern field of chemistry. Spectrosocpy for example iavolve
studying light and its interaction with matter. Light (i.e. photons) can atytee said to
have mass.Should we still call this chemistry? Given that photons are produced from
excited matter perhaps this does fall within some district inside the fielieatfistry.

While it is not straightforward to catagorize all such areas of studyawesay that this
definition forms a good generalization of what chemistry is.

Matter is the primary subject of chemistry. Matter was thought to be made up of
small indivisible particles called atoms (from the Greekioc meaning not-cuttable or
indivisble). This concept was held by the ancient Greek philosopher Democritus (460

370 BC) but eventually came into obscurity after the teachings of Plato anatlAyist
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who taught that there were no ultimately indivisible particles, became popléar. T
atomistic theory came back into consideration when the need to explain the bahdvior
properties of gases arrose. In fact, Isaac Newton described such indivighlecles in

his thirty-first query of hi©pticksby stating, “It seems probable to me, that God in the
Beginning form’d matter in solid, massy, hard, impenetrable, moveablel@arotsuch

Sizes and in such Proportion to Space, as most conduced to the End for which he form'd
them.”*° This idea was developed further and proposed by John Dalton (1766-1844).
Dalton’s atomic theory lays the basis of modern atomic theory yet lackew aspects

due to the fact that no direct experimental evidence was avaliable until aycgteuhis

ideas were proposed. Experiments started to abound for which no explaination could be
offered except that there exists small subatomic particles of negatirgedicalled

electrons). Additional experimentation led to the modern understanding that inasest
matter is composed of molecules, molecules are composed of atoms, atoms aredompos
of protons, electrons and neutrons. Later developments in physics have led to the
understanding that there are even more fundamental particles - among nelqclarks.

1 This modern experimentally derived understanding of matter forms the domdie for t

study of chemistry.

The Rise of Quantum Understanding

The experiments that led to the understanding of atoms being made up of protons
and neutrons in the nucleus surrounded by electrons also led to some strange phenomena
which could not be explained by the scientific paradigms of the time. When black body

radiation was studied based on the ideas of classical physics using khigliRagans
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law, *? it was expected that large amounts of energy should be radiated in the high-
frequency region of the electromagnetic spectrum at room temperatassidal physics
predicted that even cool objects should radiate in the visible and ultraviotaisegihat

is, they should glow in the dark — there should be no darkness at all. This result is known
as the ultraviolet catastrophe.

Planck, a German physicist, offered insight on how to account for the
experimental observations regarding black body radidfi¢te found that if one only
allows discrete values for the energy of each electromagnetic tsdiliat the
experimental results could be accounted for. This idea of the quantization of ensrgy wa
quite contrary to the prevailing ideas of classical physics wherguosgible values for
the energy are allowed. Planck found that integer multiplés wiould correctly
describe the experiments. So,fBv¥where n is a positive integérjs Planck’s constant,
andv is the frequency of the electromagnetic oscillator. Interestihgb/an
undetermined parameter in this theory and was obtained by varying its valzehast
fit was obtained? The currently accepted value tois 6.6260693 x 16 Js. This new
concept of the quantization of energy was applied to other areas of theory icatlassi
physics and found to successfully account for other phenomena such as the thermal
properties of solids. This powerful idea lays the groundwork for understanding much of
current science.

Perhaps the most powerful display of the quantization of energy comes from its
ability to explain the observations of the frequencies of radiation absorbed atedldyit
atoms and molecules. Atoms and molecules absorb and emit energy at discrete

frequencies giving rise to their well-known line spectra. These liretrspare easily
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accounted for by recognizing that the energy levels in the atoms and moleculég mus
discrete. Energy can be absorbed or emitddin discrete amounts. This forms the
basis for the field of spectroscopy, which will be discussed in more il

The explanation offered by classical physics regarded electrornaguation
as mostly wave-like in its nature. However, other experiments led to what théheaie
light and matter possess both a wave nature and a particle nature. This cokoaphis
as wave-particle duality. The photoelectric effect demonstrates tiegalentity of
light nicely. Electrons are ejected from metals only when they ctteigh light of
frequency sufficient to provide the interaction necessary for such ejectimtlbt an
inadequate frequency hits the metal’s surface, no electrons would be efdagatof a
higher frequency than necessary for ejection hits the metal’s sunfaeéettron is
ejected and the additional energy imparted by the light is transferredkimé¢tie energy
of the electron. These observations led to the strong conclusion that the photoelectric
effect depends on a collision between a patrticle-like projectile tha¢<#ne necessary

energy for ejection and an electron. This particle of light is known as the photon.

Matter as Waves

Light can behave as both a wave and as a particle. Oddly enough, matter is found
to behave the same way. This was the hypothesis of Louis de Broglie (for whcim fze
Nobel Prize in 1929) as set forth in 1924 as the subject of his PhD thesis. Hesigisace
thoughts in a 1970 article when he states:

When | conceived the first basic ideas of wave mechanics in 1923-1924, |

was guided by the aim to perform a real physical synthedid, fea all
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particles, of the coexistence of the wave and of the corpuscuydactas

that Einstein had introduced for photons in his theory of light quanta in

1905. | did not have any doubts at that time about the physical reflity

the wave and the localization of the particle in the whve.
Indeed, de Broglie’s extension of “wave mechanics” to all particlesherratartling at
first. It is deceivingly simple when expressedgas: h/l, wherep is the momentuny is
Planck’s constant, amdis the wavelength associated with the patrticle. It is often helpful
to apply this relationship to macroscopic bodies to understand what it means on such a
scale. It is quickly seen that macroscopic systems have such high momertaithat t
associated wavelengths are undetectably small. These very smakngdkisl(on the
order of 10°> m) leave the wave-like behaviors that we are familiar with on the
macroscopic scale unobservaldet this idea was supported by numerous experimental
results including the radical experiments by Davisson (1881 — 1958, Nobel Prizes for thi
experiment in 1937) and Germer (1896 — 1971). The Davisson-Germer experiment
(carried out in 1927) and other experiments have shown de Broglie’s hypothesis of the
wave nature of matter to be correct. The wave-particle duality of magieriiaps
realized most effectively when considering the results of Young’'s emesti(the
double-slit experiment) when electrons are used (It should be noted that Young's
experiment was not performed with electrons until 1961 by J6ns&dihen passing
electrons through two parallel slits an interference pattern is produced ondti®idet
screen behind the slits. This demonstrates that the electrons are imgerfi¢hi one
another in a wave-like manner. This result is completely inconsistent with haelgsart

would behave in a similar situation. One can easily imagine larger parteh.
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baseballs) passing through two slits (e.g. windows), and no evidence of their
“interference” from the wave-like nature would be detected. The inéerderpattern seen
when electrons are used in this experiment demonstrates again the wave-ghaatity
extends to matter and not just light. It is interesting to note that this double-sli
experiment has also been performed wighr@olecules and an interference pattern was
still observed™ It is this wave-particle duality of matter — not just light, but all eratt

that was ground breaking and led the way to Schrodinger’s development of a wave
equation to describe quantum systems. The Schrédinger equation is perhaps one of the
most well known aspects of quantum theory, and forms the basis for the electronic

structure theory on which this dissertation is based.

Electronic Structure Theory

Upon learning of de Broglie’s developments, Erwin Schrédinger had a burst of
creativity and produced the wave equation that bears his name. He surmised thmwt it oug
to be possible to begin with the classical wave equation itself and with it carstruc
bridge beginning at wave optics and leading to a general wave mechanice cdpabl
accounting for quantum phenometfaA series of papers published in 1926 shows how
Schrédinger was able to arrive at his famous equation and detailed how mattes lashave
waves!’ 1819202, rhe nonrelativistic time-dependent Schrodinger equation can be see in
Eq.1 where the function describing the system as a wave is dependent di dimietlie

electronic (r) and nuclear (R) coordinates of the system.

iD%&”(r, Rt)=H¥(r,R) (1)
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In Eq. (1)7 is Planck’s constant over2i = -1 , H is the Hamiltonian operator, and
¥(r,R,t) is the wavefunction. It is often sufficient to use the Schrédingeriequatits

time-independent form that can be expressed as an eigenvalue problem:
H¥(r,R)=E¥(r,R) ()

This second-order differential equation depends only on the nuclear and electronic
degrees of freedom. E is the eigenvalue corresponding to the total energy of thenquant
state andP(r,R) is the eigenfunction which is the stationary state wavefunction that
depends on the electronic (r) and nuclear coordinates (R). Here again we see H, which is
the Hamiltonian operator.

The Hamiltonian operator (Eq. (3)) assumes the nuclei and electrons to be point
masses and neglects spin-orbit and other relativistic interactions tipabpesly derived

using Dirac’s relativistic treatment of the electron.

21 [? ZZe’
eV I IR

a pra 7

22 (3)

2 2
I

Za e e
r
la

(1) kinetic energy (2) kinetic energy (3) potential energy (4) potential energy of (5) potential energy
of nuclei of electrons  of nuclei repulsion  attraction between of electron repulsion
electrons and nuclei

In Eq (3),a andp refer to nuclei andandj refer to electronsmrefers to the mass of the
particle; g is the distance between nuakeandf with atomic numbers Znd %; ri, is

the distance between electrioand nucleus, rj is the distance between the electrons
andj. The potential energy is taken to be zero when all the particles are inffaitélgm

one another.
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The Hamiltonian in Eq 3 includes operators (terms 1, 3) that rely solely on the
nuclei. Since the nuclei are much heavier than electrons (roughly three orders of
magnitude more massive), electrons move much faster than the nuclei, so it is a good
approximation to consider the nuclei to be fixed in the field of the moving electrons. This
Born-Oppenheimer approximatiéhserves as the basis for the vast majority of molecular
electronic structure calculations performed today.

When the Born-Oppenheimer approximation is employed the Hamiltonian is

reduced to terms (2), (4), and (5) of Eq (3). The electronic Hamiltonian is then

F e
Mo = om 2V~ 22

Z e* e’
W Ve “)
i joi>jo

In atomic units the electronic Hamiltonian becomes

1 » Z, 1
Hy =52 Vi-22 “+2.2. ®)
i i a ia i
The Schrédinger equation for the electrons is:

He|yje|(r) = Ee|yje|(r) (6)
Within the Born-Oppenheimer approximation, €érresponds to the total electronic
energy of a molecule. The internuclear repulsion texmi¥ added as a constant, since
the nuclear positions are fixed:

ZZ
Tap (7)
r

Vin =22
a fra aof

A classical point charge model is used to treat the nuclear repulsion tereadror

nuclear configuration the electronic Schrodinger equation is solved to get a set of
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10

electronic wavefunctions and corresponding electronic energies. The electronic

wavefunctions and energies thus depend parametrically on the nuclear configuration.

Hartree-Fock Theory

A simple approach for solving the complex electronic Schrédinger equation is to
use the Hartree-Fock (HF) approximation, which uses a mean field appté&cho
replace the explicit two-electron repulsion operator. Eq (8) sfioshe Fock operator)
in whichV'f(i) is the average potential experienced byithelectron due to the presence

of the other electrons.

f(i):-lv?-iﬁw“(i) (8)
2 I A=1 riA
The Hartree-Fock equations (9) are pseudo eigenvalue equations whose solutions are the

orbitals and orbital energies.
F(i) (%)= ex(x) 9)

The HF equations must be solved iteratively, since the Fock operator depends on the
orbitals. The procedure for solving the HF equation is called the self-congistént-
(SCF) method. This iterative procedure yields a set of orthonormal HF spinsyybéial

with orbital energies.

Hartree-Fock theory is central to mastinitio calculations of electronic structure

in atomic and molecular systems. The explicit form'bfis
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N/2

£(1)=h(1)+>[2J,@0)- K, @] (10)

In Eq (10),h(1) contains the first two terms in Eq (8)%1) is the coulomb operator
3,(1) 7.(1)= dezﬂfb(z) rl_zllb(z)};(a(l) (11)

and Ky(1) is the exchange operator

K,(1) 7,(1) = [ [dxz(2) rl;;(a(z)} 7,1 (12)

The HF SCF procedure produces a set of molecular orbitals that minimizestgg ef a
molecular system by making use of the variational principle. The calculateyy erie
any HF wavefunction is guaranteed to be an upper bound to the exact non-relativistic

energy.
Eexactf EHF (13)
Post Hartree-Fock Methods

HF theory fails for processes like bond breaking, because the motions of the
electrons are not correlated with each other. This failure has led to the demei@bim
many post-HF methods that provide more reliable potential energy surfaces {(P&5
HF. The difference between the HF predicted energy and the exact nongitatvergy

is defined as the correlation energy.

Ecorr = Eexact— BHE (14)

www.manaraa.com



12

The “recovery” of the correlation energy has become the goal of most efrtfetsods.
The Configuration Interaction (Cl) Method

The HF method determines the energetically best one-determinant r&al wa
function within a given basis set. The Cl method improves upon the HF method by
expnading the wavefunction in a basis of configurations. The Cl wavefudziios

expanded in a finite basis of spin-adapted configuration state functions (C$6ikjves
D, =C ¥, +DCH +IC W +YC Y +..=>CY, (15)
S D T i

The HF determinanti{yr) weighted by an appropriate CI coefficienyfCis the leading
term in this expansion. Each additional term corresponds to a configuration that is
classified as a single §&s), double (G¥p), triple (G'¥1) or higher excitation from
occupied to unoccupied molecular orbitals (MOs). Full Cl corresponds to all possible
excitations and is the exact, non-relativistic solution to the time-independetdiger
equation within the Born-Oppenheimer approximation and for a given atomic ba&is set
Due to computational limitations, the application of ClI typically involves a tradcat

expansion.

The Cl method truncated to include only single excitations (CIS) is the simple
implementation of the Cl method. The accuracy of the Cl method improves upon the
inclusion of additional terms, at an appreciable computational cost. Hence, a&balanc

must be obtained between the desired level of accuracy and the computational
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requirements. Therefore, typically Cl with doubles (CISD) and tripleSI)T) are the

most commonly used Cl methods that are feasible.

The CI expansion methods have a few shortcomings that should be mentioned.

The truncated CIl expansion is neither size consistent nor size extensive. A raaiized |
extensive if the energy calculated scales linearly with the number ofiggraad size
consistent when the energy is consistent when the interaction between the involved
molecular system is removed (e.g. by distance). For example, a calculatian tf
molecules separated by 100 A will not give the same energy as twicetilte fresn a
calculation on one fHmolecule. Cl is a variational method and hence gives an upper
bound to the true energy, it has been shown to be a very effective and useful tool in

finding the correlation energy.
Mgller-Plesset Perturbation Theory

Another approach to finding the correlation energy is many-body perturbation
theory (MBPT). MBPT has better computational scaling then the CI methods asel
more frequently because of this. Perturbation theory is size consistent bud is not
variational method. There is no guarantee that the energy calculated isthaghtre
exact energy. The usual approach is Rayleigh-Schrodinger perturbation theadnich
the exact non-relativistic Hamiltonian, H, is treated as a perturbed irdkrgguarticle
Hamiltonian H, with the energy and wavefunction expanded arders of the

perturbationy : %* %8

H=H,+ AV

(17)
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Wi = o+ DAY, (18)
i=1
Elpn = E,+ > A'E (19)
i=1

A formulation of MBPT that uses the Fock HamiltoniarHgss second order Mgller-
Plesset (MP2) perturbation theory. The majority of the studies in this thesisiti&zed

the MP2 method.

MP2 accounts for about 80-90% of the total correlation energy and is computed

by using the following equatiofi’

R LLY,

i<j a<b 8i+6'j—8a—8b

(20)

The summation in equation 20 runs over all double excitations from occupied to
unoccupied (virtual) orbitals. Mgller-Plesset perturbation theory can bedad to

higher order energy corrections; however, convergence can be slow, rapidiascill
regular, highly erratic or simply non-existent, depending on the system okiraackthe
basis set. Various properties of molecules have been calculated at MP3 and/&lé’4 le
and have been found to be no better than their MP2 counterparts, even for small
molecules®*Hence, performing the less expensive (less computationally demanding)
MP2 calculation is accurate enough and feasible for most systems oftinteeesab

initio methods are utilized.
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There exist a number of other post-HF methods that have been developed and
used heavily. These methods, discussed in detail in many textbooks, have both

advantages and disadvantages.
The Fragment Molecular Orbital Method

A consideration when performing electronic structure theory calculasdahe
chemical system size. Moab initio methods are practical for systems comprised of a
modest number of atoms (~100 atoms). There is often a need to explore larges system
than this. To treat efficiently a large molecular system on the ordef of hdore atoms
with only quantum mechanics fragmentation methods provide a practical appfoach.

The fragment molecular orbital (FMO) method has been used in this3fork.

The FMO method treats a large molecular system by splitting the uleniec
system into fragments. Each fragment is refered to as a monomer. A sgpardten
mechanical calculation can then be performed for each monomer nadkinigio
calculations on larger systems much more feasible. Each monomer is calcutated i
electrostatic field (coulomb field) constructed from calculations pestd on the other
monomers. This scheme is made more accurate by performing additionaltcaisula
corresponding to specific interactions between two monomers (dimer correotions)
three monomers (trimer corrections). The following equation can be usedroidete

the total energy of a system within the FMO method.
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E. _=YE E -E-E
FMO Z I+§( 1J | J)+ (21)

N

Z |:(EIJK -E-E —EK)—(EU - _EJ)_(EJK_EJ - EK)_(EKI - B _EI)]}_”'

1>J>K

E, is the monomer energy,;is the dimer energy, and;kis the trimer energy. A major
benefits of this method is the ability to use it with a number of different leveieofit
The FMO method has been used and tested in the following chapters and much more is

said about it there.

Introduction to Photochemistry and Photophysics

In addition to advanced electronic structure theory calculations and concepts, this
dissertation is also based on experimental photochemistry and photophysics. A brief
introduction to those central photophysical ideas follows. These concepts are
foundational to more advanced concepts that were heavily utilized to studgriffer
systems with biological and high-energy materials application.

Figure 1 is a schematic representation of some of the different proteassean

transpire within a chemical system.
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S~

Figure 1 —A schematic representation showing some of the diftgprocess that c:
happen within a molecule,&presents the ground state ti¥ first excited singlet
state and Tis the first excited triplet state. See the textdn explanation of the rest
of the labels.

This type of diagram is sometimes called a Jablonski diagram. The ground state
represented byeRnd the first excited singlet state is given asi8e T, label represents
the first excited triplet state. The energy increases from bottom tohegsiiglet state is
higher in energy than the triplet staterepresents the energy needed to transition from
the ground state to the first excited singlet state. This energy isltypiczbed via an
absorption measurement. This transition is a spin-allowed transition and occars muc
more frequently than the spin-forbidden singlet-triplet absorpsignKr is the rate
constant that characterizes fluorescengés khe rate constant that characterizes the
phosphorescence process. Fluorescence is defined as a radiative transitian fr
particular excited spin state to another lower energy state of the panfe.g. singlet to
singlet). Phosphorescence is a radiative transition from an excited statespirotea
lower energy state of a different spin (e.g. triplet to singlet).

The processes we have discussed so far are called radiative proceassss be

they involve the absorption or emission of a photon. The nonradiative (or radiationless)
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processes are characterized by thekisc, and ks rate constants (see Figure 1). The k
label is the rate constant associated with the spin-allowed raditiordasgitm between
state of the same spin which is known as internal conversion. Spin-forbidden
radiationless transitions between excited states of different spin ara lasawtersystem
crossings and are characterized by the rate constanTke label ks is the rate constant
for the spin-forbidden radiationless transitions between the triplet and the gtatmd s
This summarizes the nonradiative processes shown in Figure 1.

The values of the various rate constants (k) can usually be easily detenmomed f
experiment. These rates determine the probability of the various transitlmnsugly
we have multiple processes happening which contribute to the probability of the other
transitions taking place. Each system will have different rates for ealbsgf processes
depending on a number of factors mostly related to the energetics of the moleE@les (P

orbital interactions, stabilizing effects etc.).

Solvation Dynamics
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Solvation dynamics involves the investigation of a dielectric solvent response to a
perturbation invoked by the dipole change of an appropriate fluorescent probe molecule.
% The fluorescence spectra of a fluorophore can be significantly impacted pglarity
of a solvent and the local environment. The fluorophore of choice (for most) when
studying solvation
dynamics is Coumarin
153. This molecule has

risen as a reliable

.,
s

fluorescent probe in the ~ i %
study of solvation - ‘@ ‘
(o]
! : G
dynamics for a number S5
of reasons detailed by T
Hornget al.in a very ’ﬁ\ "O\
thorough report’* / S, W «— \‘ 6‘5@6
. 5
Figure 2 presents a <@ /'
Solvent Coordinate we
diagrammatic Figure 2 — A diagrammatic representation of solvation dynamics.

representation of the process of solvation dynamics, in which the fluorophore is in the
ground state ($ and the solvent relaxed around it. Upon a vertical excitation to the
Franck-Condon first excited state;($he solvent is initially in the same orientation. The
solvent can lower its free energy by “relaxing” around the new dipole produced in the
fluorophore upon excitation. As the solvent reorganizes, fluorescence emission occurs at

lower and lower energies (red shifts) until the solvent reaches its “délagailibrium
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state. This is as “red” as the spectrum will shift and is generally gengwith the
steady-state spectrum measured with a standard fluorimeter. TheoéBebvation is too
fast (~1-10 ps) to resolve by steady-state fluorometry; hence, therelifonedternate
techniques to resolve the solvent respoits&.number of techniques allow one to study
solvation dynamics; the one most commonly used in the Petrich lab is timaisuirel
single photon counting (TCSPGJThis technique allows for time resolution of ~45 ps
by using a high repetition rate Ti-Sapphire laser. More will be said aboutrticailza
setup in the following chapter. With the appropriate equipment, one can measure the
time-resolved fluorescence of the probe molecule, thereby shedding light atvtieos

process

Room Temperature lonic Liquids

The studies carried out which are included in this dissertation involved room
temperature ionic liquids (RTILS). lonic liquids (ILs) are composed of ganic cation

and an inorganic anion and are commonly

.. PN _CH,  CH
liquid at room temperature. They are not new| c) NTN
having been known since at least 1914. ﬁ “

o by Yy i
Recently, research on ionic liquids has gained P
popularity having a steeper than exponential H \ H

e) /
growth in the number of publications since a) cH
/\ N )/\

2000.% This is primarily due to the need to

Figure 3 — Common ionic liquid cations) 1-Ethyl-3- methyl—

idazolium [EMIM] b) Tetrabutylphosphoniuro) 1-Butyl-3-
replace hazardous solvents in current IndUStrl‘JFﬂl ethyl-imidazolium [BMIM] d) 1-Butyl-4-methylpyridinium

processes. ILs are thought to be exceptionally environmentally friendlyisinoest
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cases they possess a negligible vapor pressure and emit no volatile coggrociicds
(VOCs).* Perhaps the most commonly used and well-understood ionic liquid system is
the 1-butyl-3-methyl-imidazolium (BMIM) cation and tetrafluorobor@€,) or
hexafluorophosphate (BFanion. This compound and other commonly used IL cations
are shown in Figure 3.

Because ILs can be formulated to be very stable and to possess many ideal
properties they have been termed “designer solveéfitstost studies focus on using ILs
in various applications such as catalysis, chromatography, and syrithedsw reports
also detail the use of ILs in more diverse applications. These include usimgsiace
propulsion applications, vapor take-off reactors, electropolishing and electroptiteng
sensitized solar cells, nanoclays, an optical thermometer, and even exphairing
nonlinear optical propertie¥. Undoubtedly the reason that ILs have found such varied
application is due in part to the tunability of their properties. One can éaflyan
ionic liquid for a particular application. For instance, the water solubility asityebe
changed, the melting point can be somewhat varied, the viscosity can be afjusted.
These customizations, the environmentally friendly properties and the gtabllis

make them ideal for nearly unlimited applications.

Curcumin

Curcumin, 1,7-bis(4-hydroxy-3-methoxyphenyl)-1,6-heptadiene-3,5-dione, is a
naturally occurring yellow-orange pigment derived from the rhizomesiafutha longa
(turmeric). Turmeric has been traditionally used as a spice and food colonan |

cooking and medicine. Its yellow color is primarily caused by a group of staligt
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related polyphenols collectively known as curcuminoids, which are composed of
curcumin (77%), as the major bioactive component, and two of its derivatives,
demethoxycurcumin (17%) and bismethoxycurcumun (3%). Currently, curcumin is the
subject of a large number of investigations in the fields of biology, medicine, and
pharmacology owing to its profound effects on human health. It exhibits a variety of
biological and photochemical properties, including antioxidant, anti-inflammatway, a
anticancer activity. Recently, it is also established that curcumin haiilibyeta prevent

protein aggregation in debilitating diseases such as Alzheimer’s and Par&inson’

Concluding Thoughts

There exists some confusion among the general public about the chemical
sciences. Despite the fact that all living things are directly compos#toficals and
that every item we interact with on a macroscopic scale on a daily basengpesed of
chemicals few nonscientists recognize the importance of chemistry imibulives.
Many feel that chemicals are “bad for you” and they are just “notaldt They are
reacting to what one can only suppose is a stigma created by the media atiseatket
for “natural” products and “organic” food. These sources play on the fear that many
posses about consuming or using an item that is “man-made” and therefore “unnatural
and not healthy.” They fail to see that we need chemicals to survive. Someilsebnda
“man-made” chemicals to live and have normal lives. The benefits that moderistciiem
and “man-made” materials have had on society is incalculable. Considerriet cise
of plastics in industry, medicine, and in the home. Indeed there does exist chehatal

are harmful — both man-made and natural in origin. Why the desire to abandon all
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synthetic chemicals and dismiss them as harmful? Deciscions sucheastbelk only
be made by the informed individual who has taken the time to investigate the issues
associated with each component and who have taken the inicitive to learn about the topics
involved from more than one aspect. Consider the statement that Dr. Raymond Seymour
gives in his articl&Chemicals in Everyday Life
As consumers, we are dependednt on chemists and farmers foodur
shelter, and clothing and for other needs. Fortunately, the dhbass
provided drugs to cure illness, and equipment for our exploration,
recreation, ventilation, communication, decoration, snitation, and
education. Those critics who are not appreciative fo the accomphshme
of chemists should be reminded that today's problems such as
contamination and pollution are being solved by chemists, and without
chemists the consumer would not be able to enjoy his or her present
lifestyle. . . . We are dependednt of chemistry for our everydmgliand

will be more dependent on this branch of science in the féture.

Dissertation Organization

Chapter 1 of this dissertation provides the background necessary to understand the
material contained herein. It serves as a general introduction to ttyeamid includes
the development of quantum mechanics as well as the theoretical concepts of
computational chemistry that were used in carrying out this work. Also includeal is t
basics of photophysics which serves to prepare the reader for more advanced concepts

used in the following chapters.
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Chapter 2 includes experimental methods that were used to analyze the
experimental data given and detailed in following chapters.

Chapter 3 discusses the molecule curcumin and its ability to undergo exdied sta
intramolecular hydrogen atom transfer in a micellar environment.

Chapter 4 is a review paper written over curcumin and summarizes the data
gathered using experimental techniques.

Chapter 5 shows the characterization of the high-energy HEATN molecule both
experimentally and computationally.

Chapter 6 discusses some very recent work on the proton transfer reaction in
similar delta pK amine systems.

Chapter 7 summarizes this dissertation and provides the general conclusions of

the entire work.
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CHAPTER II: EXPERIMENTAL METHODS

Time Correlated Single Photon Counting (TCSPC)

Time correlated single photon counting (TCSPC) is one of the most used
techniques to gain information about the short time scale on which the majority of
photophysical processes occur. There are several good referencestiss ithis topic
to which the reader is referred for additional information and that werensisumental
to the writing of this section of the disseratattdhA brief overview of the technique

follows as well as the specific experimental set-up used in our laboratory.

Basic Principles

As a fluorescence technique, TCSPC relies on the random event of radiative
decay following excitation of a molecule. With knowledge of the excitation saumde
the monitoring of the fluorescence output, one can establish the time delay batween
excitation pulse and the fluorescence photon. The fluorophore usually decays following

first order kinetics as follows

~aloigs) ®

Where [g] is the first excited singlet state population &nd the rate constant. We can

define the lifetime of the excited state that depends on the rate cdnasaiailows

Z-7 (@)
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Here we have the overall rate constadtvided into the individual processes that can
take place from the excited state (See chapter 1, figure 1 for a scheapeggentation)
wherekc is the rate of internal conversidi,gis the rate of radiative decay, akst is
the rate of intersystem crossing. Finathyis the fluorescence lifetime. Quickly working

through the calculus gives the exponential decay of the fluorophore 4t time

t

[sl=[s)e" ©)
The TCSPC technique ultimately allows one to record a histogram of this segnatur
exponential decay. This technique relies on the concept that the probability datribut
for emission of a single photon after an excitation event yields the adesdity against
time distribution of all the photons emitted as a result of the excitafibe. emitted
photons are usually collected through a series of electronic components, those being, the
constant fraction discriminator (CFD), the time-to-amplitude converteCjTand the
analog-to-digital converter (ADC). After the signal has passed threagh of these
components it is then detected by a multichannel plate (MCP).

More specifically, the experiment starts with the excitation pulse ticéges the
samples and sends a signal to the electronics. This signal is passed througb,the C
which accurately measures the arrival time of the pulse. This signabedpasthe TAC,
which generates a voltage ramp that is a voltage that increases lineariyneitintthe
nanosecond timescale. A second channel detects the pulse from the singbel detect
photon. The arrival time of the signal is accurately determined usin@av@ftch sends
the signal to stop the voltage ramp. The TAC now contains the voltage proportional to the

time delay between the excitation and emission signals. The ADC then cdheerts
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signal to a numerical value. A histogram of the decay is measured by repliating t
process numerous times with a pulsed-light sotittthe operation of the TCSPC
electronics follows this “normal mode” the detector will be much to busy degdbin
start pulses due to the high repetition rate of the laser source. This resultsyitoage
dead time as the need to “reset” the electronics is constant. With modesolases the
TCSPC electronics are usually run in “reverse mode.” This is where thei@mysilse is
used to start the TAC and the excitation pulse is used to stop the TAC. Tydigaig
TCSPC measurements one collects a large number of start-stop cycles aesulks in

a more complete histogram of the fluorescence decay of the system of .interest

TCSPC Set-up used in our Laboratory

A schematic diagram of the TCSPC experimental set-up used in our laboeatdrg c

seen in figure 1. Using a home-made mode-locked Ti:sapphire oscillator punf3d at
nm by a Nd:VQ Millennia (Spectra-Physics) laser, femtosecond pulses were produced
which were tunable from 780 nm — 900 nm having a repetition rate of 82 MHz. With the
output selected at 814 nm from the Ti:Sapphire oscillator, the repetition rateduased

to 8.8 MHz via the use of a Pockels cell (model 350-160 from Conoptics Inc.) and was
subsequently frequency doubled through the use of a harmonic generator (model TP-
2000B from U-Oplaz Technologies). The produced blue light with a wavelength of 407
nm was used as the primary excitation source for all time-resolved sWiflegshe
harmonic generator a half-wave plate was placed in front of a verticalzeolariensure

the polarization of the excitation light. The fluorescence was collecee@@tangle to

the excitation source and then passed through an emgsdamizer set to the magic angle
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(54.7) with respect to the vertical excitation light the case of the anisotropy studies

this polarizer was set t@ @nd 90 with respect to the vertical excitation light,

respectively. A 425 nm cut-off filter was placed before a multichannel (N&G€)
(Hamamatsu) to help remove any unwanted scattered excitation light. Whempegfo

the solvation dynamics studies, a monochromator was placed before the MCP to ensure
the collection at each selected wavelength. The signal from the MCP detastor w
amplified and sent to a Becker & Hickl photon counting module (model SPC-630). The
instrument response function had a full width at half maximum (FWHM) of ~45 - 50 ps.
The FWHM limits the time resolution of the TCSPC apparatus. For more rapid time

measurements, the fluorescence upconversion technique is used.
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Figure 1 —A schematic diagram of the TCSPC set-up used in our laboratory. See the
above text for more details.

Fluorescence Upconversion

Fluorescence upconversion is a valuable fluorescence technique that can allow for
ultra-fast time resolution on the order of femtosecond$d)0 A basic introduction to
the technique follows as well as details on the specific upconversion set-up in our

laboratory.

Basic Concepts

Within the framework of the fluorescence upconversion idea is the thought that
the fluorescence from the sample is not detected directly. This seems qgacalky/tthe

goal of such techniques is to measure the fluorescence directly from the.aftgrle
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the limiting factor of that approach is the finite time needed for thetd@teand
processing of that signal by the associated electronics. The idearaisitence
upconversion is to upconvert the fluorescence signal using the appropriate nonlinear
optics. The fluorescence from the sample is mixed with a gate pulse to génesaien
frequency light of both. It is this upconverted sum frequency light that is detected
allowing for time resolution due to the detailed knowledge and modulation of the gate
pulse.

In an upconversion experiment one pulse is used to excite the sample and the
fluorescencew) is collected and focused along with the gate pulgg®i(to a nonlinear
crystal. These two pulses interact with the nonlinear crystal and a newmelaghetic
field at the sum frequencies) of the two original pulses. Hence we have- vq = vs.

An important consideration for effective sum frequency generation within thenaanli
crystal is that the gate pulse and the fluorescence must be present intdiattlie
same time because the polarization of the electrons is nearly instantahenaflthe
two essential beams is not present no sum frequency signal can be obtainddrel'here
the gate pulse can be delayed for a controlled known amount of time after excitati
providing time information about the generated fluorescence. It is also of utmost
importance to have the nonlinear crystal at the proper phase matchingsamgligare
2. The delay is typically controlled with a motorized delay stage and iseallowscan
over the desired time range to gain information about the fluorescence deunahéd
sample (See the lower portion of Figure 2). The time resolution in this technique is
limited by the width of the gate beam and the fluorescence signal. Both of these ar

broadened due to the optics through which they must pass. Therefore, it is beneficial to
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make as many of the optics, including the sampleasehin a possible to avo

broadening the beam.

Excitation Pulse -._|

Singnal intensity

— Time

Figure 2—- The upper portion of the diagram shohe nonlinea
crystal in which the fluorescence and the gate ba@nfiocused t
generate the upconverted signal. The lower poedidhe diagrar
shows the exponential decay of the excited statieeasxcitatior
pulse is scanned over the time de

Fluorescence Upconversion S-up in our Laboratory

A diagram of our fluorescence upconversior-up can be seen in figu3
below? The laser source is a homebuilt m-locked Ti:sapphire oscillator. Tt
fundamental wavelength and repetition 1of the femtosecond output are 814 nm an
MHz, respectively. The fundamental output from diseillator is frequenc-doubled by a
typed LBO crystal (2 mm in width). The frequer-doubled pulses (407 nm)
separated from residual fundamental light g a dichroic mirror, and used to excite
sample. The residual of the fundamental is usdtieagate pulse to upconvert 1
fluorescence signal. A filter is used to block &&®7 nm light with the fundamental. T

gate pulses pass througi/2 plateturning the polarization by 90° with respect to
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plane of the laser table. The excitation pulses also pass thra@plate, which is

adjusted at the magic angle (54.7°). In our upconversion system, the excitatios pulse i

delayed with respect to the gate pulse using a motorized delay stage.

L J
=
2
-
F 3
r4
Fy
0PI AT

Sample Mosochremator

e 1}—”—CI N (— ]
L, U Objective My, L; BED L, BMT §

Chopper
T k

Lock-In AmpEhier

--------

Step Mador ¢ Dielay Compaler

Driver

Figure 3 —Schematic diagrm of the fluorescence upconversion system used in our
laboratory. M — mirror, L- lens, C- crystal, OC — output coupler, P — prism, BS — beam
splitter, BBO — betabarium borate, PMT — photomultiplier tube.
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The sample is contained in a rotating glass cell of path length 1 mm mounted
perpendicularly to the excitation beam and spins about an axis parallel to the hsam. Fi
the frequency-doubled blue pulses (407 nm) are focused on the sample and the
fluorescence signal is collected using a 10x objective lens. Then, the gatarmlise
fluorescence signal are focused onto a 0.4 mm type-I BBO crystal tagetier sum
frequency light, which is detected by a photomultiplier tube mounted on a
monochromator. The upconverted signal is usually weak. In order to pick up the
upconverted signal from the background noise, an optical light chopper is set in the
excitation beam line. The light is chopped at 1000 Hz, and the signal is counted at this
rate using a lock-in amplifier connected to the PMT. The FWHM of the instrument
response function is 300 fs, obtained by the cross-correlation function of the frequency

doubled and the fundamental light.

Time Resolved Emission Spectra

The emission spectrum of a fluorophore in a polar and viscous environment often
shifts to lower energies, longer wavelengths, with time. The intensity d¢eaech

wavelength can be adequately represented by a sum of exponentials,
n _t

1(A.4)=Y a,(A)e % (4)
i=1

wherel is the emission wavelength, andheith decay time, andi()) the pre-
exponential factor of thigh component at the wavelengtfi These decays () are
collected at different wavelengths spanning the entire wavelength ratigestéady-

state emission spectrum. Each of the pre-exponential faefpssi(n to 1 representing
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100% of the entire decay. The decays at the blue end are faster and those on the red edge
show rise times due to the increase in the population of the relaxed state. This rise i
indicative of the solvation process. Eacht)(are constructed by normalizing the traces
obtained from equation 4 so that the intensity at each wavelength is equal to the stead

state intensity at the wavelength.

1(At)= |jsfj—(t) (5)
Jolﬂ(t)

Equation 5 has 1°is the steady-state emission intensity at a given wavelength, and

Ilﬂ(t) is the average lifetime at each different wavelength. The time resolvesi@mi
C

spectrum is then obtained by fitting the data points)lpbtained at each given time to a

lognormal functiof

e h{ex;{—m 2(In(1+ a)/y}z}} ©6)

This is the form of the function used most directly. These lognormal fits provioleda g
representation of the time-resolved emission spectra in polar solvents. Usmdjttirey

procedures, the peak frequency maxirftpare obtained as a function of time.

The Solvation Correlation Function

Solvation dynamics (see chapter 1) is described well by a normatinetation

function.

v(t)— V(o)

(9)= V(0" — V() (7)
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This equation is made up of‘0”) and v(«) are the peak maxima at time t=0 and infinity
respectively. The C(t) function is a exponential decay with time and @ With a sum

of two or three exponentials to obtain the average solvationttiriker C(t) to have
standardized meaning, an accurate and universal determination depends oa accurat
values ofv(“0”) and v(x). v(«0) is usually obtained from the maximum of the steady-state
spectrum. The(t) are determined from the lognormal fit of the time resolved emission
spectra. There is some uncertainty in determining the maxima due to thebERGS

very broad at the peak. We have determined the typical uncertaintieasféero-

time” ~ steady-state (~ + 100 cm-1) < time-resolved emission (~ £ 20Q)critte use
these uncertainties to compute error bars for the C(t). Finally, in gegettag C(t), the

first point was obtained from the “zero time” spectrum. The second point was taken at
the maximum of the instrument response function. Determining(t@8 point is very

important and non-trivial to ensuring C(t) is standardized.

Defining and Calculating the “Zero” Time Emission Spectrum

Since all instruments have a finite time resolution and cannot obtain true zero
time information it is necessary to determine what the spectrum would loak dezo
time in a theoretical way. At zero time the spectrum would come from a molbetlis
completely relaxed vibrationally but before any relaxation of the solverdthded.
Intramolecular vibrational relaxation occurs on a very fast time scale, ondireodr
<100 fs. The shift between absorption and emission spectra of a solute before solvation

takes place should be equal to the Stokes shift of the same solute in a non-polar solvent.
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This has been thoroughly worked through by Fee and Maroncelli and their report
is the basis of this explainati8iThe basic idea is that a molecule has an intrinsic spectra
absorption gf) and an emission line-shaffe). These line shapes are related to the

absorption (Ap) and emission spectraqg-of the molecule in a non-polar solvent by

o(v) o< V1A (V) (8)
f(v) o v‘3an(v) )

These line shape functions can be used to calculate the absorption and emissmfspect
the molecules in an inhomogenously broadened environment. The solvent molecules
being distributed around the solute molecule cause broadeniagd a shiftdp) of the

line shape function due to the solvent-solute interactions. Assuming a Gaussian
distribution p§) of solvent molecules, these effects can be described as a convolution of
the line shape function g(with the solvent distribution functiony( Based on this

assumption, the absorption spectrum in a polar solvent can be written as

A ()= v[g(v-5)p(s)ds (10)
where p§)=(2n0?) Y ?exp[-(-80)%/20%]. Similarly, the time-zero emission spectrum
immediately after excitatiorvgy) in a polar solvent can then be expressed as
F,(vt=0,) v, [9(ve— ) p(6) F (v— )k, (5)dS (11)

Here,vex is essentially proportional to the measured absorption speatiiis:;
proportional to the emitted quantum distribution over wavenumbers. This the
radiative constant. The termsy+$6)k.0) leads to emission intensity function ane-g(

d)p(d) to convolution of the solvent distribution initially transferred to the excitdd.sta
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g(v) and ff) are obtained from the absorption and emission spectra in a hon-polar
solvent. The broadening and shift by the solvent which define distribution functapn, p(
are determined as a set that yields closest match with the absorptioa spantpolar
solvent of interest when convoluted wittvg(The radiative rate function is calculated
with shift using

I f(v=0)vdv
I f(v—5)dv

krad (5) x (12)

This method was program by Dr. Song and is used in our laboratory to obtain a
standardized time zero spectrum. This time zero spectrum is crucial to obgaining
accurate C(t) function and its validity was explored and extolled in a report Tieee
information discussed in this chapter regarding the time resolved emissionispeatr

be summed up graphically as seen in figure 4.
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Time-resolved emission spectrum:
Steady-state emission spectrum (SS)

Su(}'-} Ea!{}h)e-tFri[}.]

S(ALL) =

EHJ{}L}TJ(}L} i

wavelength-resolved decay

Fp{f = {]} xv -IVM fg(vf_r - b}p{a}f(v - 5}katrd {a)da

Figure 4 —A diagrammaticdescription of how each of the pieces involvedadnstructing the
time resolved emission spectrum come toge
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CHAPTER llI: EXCITED-STATE INTRAMOLECULAR
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Abstract

Femtosecond fluorescence upconversion experiments were performed on the

naturally occurring medicinal pigment, curcumin, in anionic, cationic, andateutr
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micelles. The use of surfactant micelles to capture and transport curcunaaszasdr
several challenging issues in the application of this medicinal pigmardiasase

treatment agent. The benefits include a high concentration of an aqueous dispersion,
significant bioavailability, and prevention of rapid degradation in water. Phudouyg
therapy is one of the most recently discovered medicinal applications of carrmi
cancer treatment. It is, therefore, relevant to investigate the photapbf/siercumin in
surfactant micelles. In our studies, the micelles are composed of sodium dadidsgl
(SDS), dodecyl trimethyl ammonium bromide (DTAB) and triton X-100 (TX-100). We
demonstrate that the excited-state kinetics of curcumin in micelles Hase(d — 8 ps)

and slow (50 — 80 ps) component. While deuteration of curcumin has a negligible effect
on the fast component, the slow component exhibits a pronounced isotope effect,
indicating that micelle-captured curcumin undergoes excited-statmoitreular

hydrogen atom transfer (ESIHT). In addition, the wavelength-dependent dences
upconversion results reveal that the short component is due to solvation of curcumin in

the micelle.

Introduction

Curcumin, 1,7-bis(4-hydroxy-3-methoxyphenyl)-1,6-heptadiene-3,5-dione, has
received considerable attention owing to its numerous medicinal propért@srcumin,
whose structure is shown in Figure 1, is the major ingredient of the yellovepigm
(curcuminoids) in the Indian spice plant turmeric. While curcuminoids are cothpbse
approximately 77% curcumin, demethoxy curcumin (17%) and bisdemethoxy curcumin

(3%) constitute most of the remaining portion. In addition, cyclocurcumin, which was
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isolated in 1993, is also present at a trace [Evél.large number of studies have shown
that curcumin possesses anticariceanti-Alzheimer® anti-cystic fibrosi<,and other

H
desirable medicinal benefit§® Of o o

0 X Y O~
. . C CH
particular interest are the prospects o ¢
O

H OH
curcumin or curcumin-like nontoxic

Figure 3 - Structure of keto-enol form of curcumin.
agents to exhibit anticancer effects
without side effectd? unlike conventional chemotherapy drugs. Several clinical trials
are either underway or have recently been completed with curcumin as timetrteat
agent:*? The preliminary results from these trials are highly promising.

Two major challenges in the application of curcumin as an effective treatment
agent are lack of bioavailability and severely limited stability in aqueawisoemments.
Because of the low aqueous solubility, curcumin tends to aggregate and precipitate in
water, limiting its bioavailability>*® In addition, curcumin undergoes rapid degradation
in water and buffer solutions, with a reaction half-life of 9.5 minutes at pH Atthas
been demonstrated that the degradation is mostly due to deprotonation of curcumin,
producing the degradation products: vanilin, ferulic acid, and feruroyl meth¥ht.is
interesting that most of these products have medicinal properties as vesiouBr
studies have shown that encapsulation of curcumin in surfactant micelles and binding to
proteins resolve these two major isstfes.

Micelles are the supramolecular aggregation of surfactant moleculesein wat
which occurs at a level above the critical micelle concentration (CMC)ndXw the
amphiphilic nature of surfactants, the hydrophobic tails form the core of theeracell

the polar head groups constitute the interface with water. The polar head grithgris e
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positively or negatively charged, or uncharged, forming cationic, or anionic, or nonionic
micelles, respectively. Micelles are commonly used as drug delvels/tb solubilize
hydrophobic drugs and to protect them from reacting with the surrounding environment,
including water molecules and iottsIn addition to homogeneous micelles, aggregation
of multiple types of surfactants also leads to formation of either mixedlesiael
vesicles, which also have significant potential for drug delivery apmitsfi*
Recently, developments of block copolymer micelles are attractingshierine
pharmaceutical and pharmacological fields owing to the importance of mggtams
in drug delivery??

Micellar systems may potentially play an important role in leading to imdrove
clinical use of curcumin. It is established that micelle-capturediourcis well
dispersed in aqueous solutions, thereby increasing the bioavailability sigtijfic'*>*°
Moreover, curcumin is trapped in the regions of the micelle where the preseree of f
water molecules is relatively limited, preventing alkaline hydro)ysisch is the major
mechanism for degradatidfh® It is therefore plausible that association to micelles plays
a considerable role in enabling curcumin to exhibit its medicinal charaicterigtpart
from preventing degradation, micelles also serve as well defined modehsyste
biomembranes. It has been shown that a large portion of curcumin is membrane bound in
a biological environmerft Investigations on the behavior of curcumin in micelles may
provide valuable insight into the properties of curcumin in biomembranes.

In addition to the medicinal properties of curcumin mentioned earlier, recent work
has demonstrated that curcumin is effective for the treatment of melafidiria.

particular, studies have shown that the antiskin cancer effects of curcuremhareced
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significantly with light?*? clearly indicating the importance of light-induced physical

and chemical processes of curcumin. Curcumin exists predominantly as thadeto-e
tautomer in a number of solveritsit is capable of executing excited state intramolecular
hydrogen atom transfer (ESIHT) due to the presence of strong intramolegidagén
bonding between the proton donor and the acceptor atom, as indicated in Figure 1.
Although there is a general agreement that ESIHT is a major photoplexsecelof
curcumin®**?the exact time scale of this phenomenon was not well established until our
recent work?? Using deuteration of curcumin and time-resolved fluorescence
upconversion as a technique for probing ESIHT, our work has shown that the time
constant of ESIHT of curcumin is 70 ps in methanol and 120 ps in ethylene $lyicol.
has been proposed that the presence of a labile hydrogen as a result of ESIKTgays
in the medicinal effects of other naturally occurring pigments such asi¢igppend
hypocrellin®° As for curcumin, it is possible that ESIHT results in partial
deprotonation, which induces fragmentation to yield the medicinal degradation products
mentioned earlier. While ESIHT of curcumin in polar organic solvents has been
established? it remains unclear if micelle-captured curcumin also undergoes this
photoinduced process. It is known that intramolecular proton transfer processes are
affected in confined environment due to the structure, various interfaces and cy/oémi
the environment!

Here we present unambiguous results demonstrating that ESIHT is a major
photophysical event of curcumin in micelles. The well studied micellar system
composed of sodium dodecyl sulfate (SDS), dodecyl trimethyl ammonium bromide

(DTAB) and triton X-100 (TX-100), which are anionic, cationic and nonionic in nature,
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respectively, were chosen for our investigations. These micelles not only senoelal
systems for biomembranes, but also enable photophysical investigations asa fafnct
the polarity of the headgroup. By comparing the excited-state decay kifetes
deuterated and nondeuterated species obtained by fluorescence upconversion
spectroscopy, we show that the time constant of ESIHT of curcumin in theskesicel
ranges from 50 — 80 ps. In addition to ESIHT, a fast component of 3 — 8 ps was also
observed. Results from multiwavelength studies reveal that the fast comisotheato
solvation dynamics of curcumin in the micellar media. In short, the preserdsstffr
the first insights into the photophysical events of curcumin in micelles, whicheadyo

further understanding of the behavior of curcumin in biomembranes.

Experimental Section

Materials

Curcumin (purity ~ 70% HPLC) and high purity curcumin98.5%) were
purchased from Sigma Aldrich and Alexis Biochemicals, respectively. Higty puri
curcumin was used for all experiments except in the solvation dynamics studies. W
confirmed that curcumin from the two sources produces identical fluorescence
upconversion results at 520 nm. Triton X-100 (TX-100, reduced), dodecyltrimethyl
ammonium bromide (DTAB, ~99%) and sodium dodecyl sulfate (SDS, ~99%) were
obtained from Sigma Aldrich and used without further purification. Tris-d11 solution (1
M in D20, 98 atom %D), deuterium chloride (35 wt% solution in D20, 99 atom %D)
and D20 (99.9 atom %D) were purchased from Sigma Aldrich. The nondeuterated tris

(>99.8% purity) was acquired from AMRESCO. Methanol and Methanol-d4 (purity
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99.8%) were obtained from Fisher Scientific and Cambridge Isotope Laboraliacies
respectively, and used as received. All solutions were prepared with oatex f

Millipore Milli-Q NANOpure water system.

Sample Preparation

A 20 mM buffer solution was prepared at either pH or pD = 7.4 for all the
experimental work in these studies using tris or tyist@spectively. The concentration
of surfactant was maintained at 0.1 M, which is above the CMC for each of théemic
in nondeuterated and deuterated tris buffer. Two stock solutions of curcumin in methanol
and methanol-gwere used for steady-state, time-correlated single photon counting
(TCSPC) measurements. A small quantity2 of the curcumin stock solution (4.5 or
1.5 mM) was transferred to the micellar solution to yield a solution with a curcum
concentration of 3 or tM for the UV-Vis or fluorescence spectra, respectively. Care
was taken to keep the total methanol content of the final sample solution at < 0.1 for al
solutions. The solutions were then allowed to equilibrate overnight in eithiisthkO
or tris-d1/D,O solution in the dark prior to the optical experiments. Equilibration was
particularly important for curcumin in the,© micellar solutions to ensure a complete
exchange of the enolic hydrogen of curcumin with deuterium, as indicated below. For
the upconversion measurements, the required amount of curcumin (powder form) was
directly added to the micellar solution to result in a curcumin concentration-dft*%o
1x10* M. This solution was then sonicated for an hour in the dark. All the solutions for
fluorescence upconversion measurements were allowed to equilibrate ovehmight

addition, data collected with the deuterated samples that were equilifiats hours
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are identical to those with only overnight equilibration, indicating completion of H/D

exchange.

Steady-State Measurements

Steady-state UV-Vis absorption and emission spectra were acquirddeovieit
Packard 8453 UV-visible spectrophotometer and Spex Fluoromax-4 with 1-nm resolution
at room temperature. The emission spectra were corrected for lamplspesisaty and
detector response. The emission spectra were obtained with an excitaticangytwef
407 nm with 3-nm bandpass for all the samples. A 5-mm path-length quartz cuvette was

used for all the absorption and emission measurements.

Time-Resolved Measurements

Excited-state lifetime measurements were performed using t8@C@echnique.
A homebuilt mode-locked Ti:sapphire oscillator pumped by a NdM&er (Millennia,
Spectra Physics) producing femtosecond pulses tunable from 780 to 900 nm with a
repetition rate of 82 MHz was used as the laser source. The fundamental wavatieng
814 nm from the Ti-sapphire oscillator was modulated by a Pockels cell (Model 350-160,
Conoptics Inc.) to reduce the repetition rate to approximately 8.8 MHz and was
subsequently frequency doubled by using a harmonic generator (Model TP-2000B, U-
Oplaz Technologies). The resulting blue light, which had a central wavelergfii7 of
nm, provided the excitation source. The fluorescence was collectedajeoatetry,
and passed through an analyzer set at the magic angl® (Gidhi7respect to excitation

polarization. A half-wave plate before a vertical polarizer ensured thazaslon of the
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excitation light. A 425 nm cut-off filter was placed in front of a multichannel pla@&P
(Hamamatsu). The detector output was amplified and fed to the Becker & Hicthphot
counting module Model SPC-630. The full-width-at-half-maximum (FWHM) of the
instrument response function is ~40 — 45 ps. All the measurements were made in a 3.33
ns time window with a total of 1,024 channels. A total of 65,000 counts were collected at
the peak channel for all the lifetime measurements. A cuvette of 1-cm pgtih Veas

used for all the lifetime measurements.

The apparatus for fluorescence upconversion is described in detail els&vhere.
short, the laser source was also a homebuilt mode-locked Ti:sapphire oscillator. The
fundamental wavelength and repetition rate of the femtosecond output were 8hdl nm
82 MHz, respectively. The fundamental output from the oscillator was frequency-
doubled by a type-I LBO crystal (2 mm). The frequency-doubled pulses (407 nm) were
used to excite the sample and the residual of the fundamental was used as theaate pul
to upconvert the fluorescence signal. The polarization of the excitation pulsetivas at
magic angle relative to that of the gate pulses. First, the frequencleddubbe pulses
(407 nm) were focused onto a rotating cell containing the sample and the fluoeescen
signal was collected using a 10x objective lens. Then, the gate pulse and énoeesc
signal were focused onto a 0.4 mm type-I BBO crystal to generate the suranicy
light, which was detected by a photomultiplier tube mounted on a monochromator. The
full-width-at-half-maximum (FWHM) of the instrument response function is 300 f
obtained by the cross-correlation function of the frequency doubled and the fundamental
light. All experiments were performed at room temperature. For most fbenes

upconversion experiments, a time window of 100 ps was used with a step size of 0.2 ps.
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The solvation correlation functio(t), was used to analyze and quantify the solvation

dynamics.

C(t) — V(t) _V(OO)
v("0") —v()

(1)
The “ 0”), 1t) and (=0 in eq 1 denote the peak frequency (typically in‘yiof the

zero time and infinity emission spectra. Using the approach of Fee and Mardrcelli,
the “zero time” emission spectrum was approximated by using the emsgsotmum of
curcumin in hexanes. As fof«), the peak frequency of the steady-state fluorescence
spectrum was used. In these investigations, fluorescence upconversion measurement
were performed at 15 wavelengths, ranging from 470 — 630 nm, with a time window of
10 ps to construct time-resolved emission spectra with sufficient data poirflecothe

real spectra. Each of the time-resolved emission spectra was fittetheibg-normal
function and the peak frequeneft) was obtained using the procedure outlined by
Maroncelli and Fleming* The relatively large width of the time dependent emission
spectra typically results in uncertainty in the exact position of the maxiinerefore, by
using the signal-to-noise ratio and width of the spectrum (including “zess;tsteady-
state, or time-resolved emission spectrum) as sources of uncertainsgtenmaided the
following typical uncertainties: time-resolved emissior:(200 cm?), “zero-time” and
steady-state (+ 100 cm?). These uncertainties were used to compute error bars for the

C(t). Finally, the fractional solvation at 300 fs was calculated Usjpg= 1— C(t = 300

fs).
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Results and Discussions

UV-Vis Absorption and Emission Spectra of Curcumin in Micelles

The spectral properties of curcumin in three different micelles werstigated
systematically to examine the influence of micellar environments on dfeettaes.
Figure 2 depicts the UV-vis absorption and emission spectra of curcumin in TX-100,

DTAB and SDS micelles under deuterated (blue) and non-deuterated (redjocoaidit

pD or pH = 7.4 in tris buffer.

104 A O\/}OH-l-O Curcumin exhibits a broad and

10

NS\ TX-100 intense absorption peak at 426 nm,

0.5 -0.5
— H,0

423 nm and 432 nm in the TX-100,

DTAB and SDS micelles,
respectively. A small shoulder in
the absorption band is present at

445 nm and 442 nm in the TX-100

Normalized Absorption
UoISSIWT pazijfewloN

and DTAB micelles, whereas
curcumin produces a featureless

0.04 00 absorption band in the SDS micelle.
300 400 500 600 700 800

Wavelength (nm)

The absence of vibronic structure in

Figure 4 - UV-Vis absorption and emission spec the absorption band of curcumin, as
of curcumin in (A) TX-100, (B) DTAB, and (C)
SDS in H20 (red) and D20 (blue). observed in the SDS micelle, is also

observed for curcumin in water. This phenomenon indicates that curcumin may interact

strongly with water molecules in the Stern layer of the micelle, as willdmeissed
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furthering more detail forthwith. Additionally, a broad spectral shouldareisent

around 500 nm for curcumin in the DTAB micelle. This extra shoulder, which is absent
in the other two micelles, is due to the presence of a small population of deprotonated
curcumin at pH = 7.4.

As for the emission spectrum of each micelle, curcumin shows a broad spectrum
peaked at 501 nm, 498 nm and 548 nm in the TX-100, DTAB and SDS micelles,
respectively. The peak positions of the UV-vis absorption and emission spectra of
curcumin are affected by the isotopic substitution, as shown in Figure 2. While a 3-nm
blue shift appears in the UV-vis absorption of curcumin in both the TX-100 and DTAB
micelles in DO, a red shift with the same magnitude in the emission maximum emerges
in these micelles. As for the SDS micelle isCDa 3-nm blue and ~10 nm red shift are
found in the absorption and emission maxima, respectively. The changes in absorption
and emission peak positions are possibly due to changes in zero-point energesdn S
S, induced by deuteratioh:*®

A comparison between the UV-vis absorption and emission spectra of curcumin
in micelles with those in a number of organic solvents and water provides valuable
insights. The UV-vis absorption spectra of curcumin in the TX-100 and DTAB nsicelle
resemble those of curcumin in aprotic solvents, including chloroform and tdfif€ne,
suggesting similarities between the environments. However, the emissiala sifect
curcumin in these micelles are red-shifted compared to those in the apnaiatsol
potentially due to interactions with water molecules at the interface ahith wie
micelle;®>?as will be discussed further in a later section. It is well established that

curcumin exhibits a red-shifted emission spectrum in protic solvents includihgmoét
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and water, with an emission maximum around 550 nm. The overall results suggest that
curcumin is likely to be located in the palisade layer of the TX-100 and DTAB sescell
which is consistent with results from another stéfdys for the SDS micelle, the
positions of the UV-vis absorption and emission maxima are identical to those of
curcumin in methanol and water, indicating that the micellar environment tganalto
the polar environment in these protic solvents. This suggests that curcumin tdyproba
situated near the Stern layer of the SDS micelle, which facilitat@sgsinteractions with
bulk water.

The Stokes shifts of curcumin are 75 nm, 75 nm, and 116 nm in the TX-100,
DTAB and SDS micelles, respectively. Interestingly, the value of thkeStshift for
TX-100 and DTAB micelles are similar to those measured for human and bovine serum
albumin (HSA and BSA) bound curcuniih®®*° It is established that curcumin binds
strongly in the hydrophobic pocket of these proteins. The similar Stokes shift values for
TX-100 and DTAB micelles imply that the micellar environment is similar to the
hydrophobic regions of HSA and BSA. In contrast, the sizeable Stokes shift observed i
the SDS micelle is virtually identical to that observed in a buffer solution, wHieletse
that the local environment of curcumin in the SDS micelle may have a sighibigkk
water content, which further supports that curcumin is located near the Stern dnger of

micelle.

Fluorescence Upconversion and Excited-State Intramolecular HydrogeAtom

Transfer of Micelle-Captured Curcumin
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The fluorescence upconversion results of curcumin in the TX-100, DTAB
and SDS micelles are shown in Figure 3. The fluorescen@ugrision decay traces of
curcumin in both nondeuterated and deuterated micellar environments at pH and pD =7.4,
respectively, are illustrated in the figure. The decay kisatiere monitored at 520 nm

with an excitation wavelength of 407

10 nm. Collection of time-resolved
- A —— TX-100 (H,0)
— TX-100 (D,0) florescence at 520 nm for the SDS
0.5
micelle provides early time excited-
> . . . .
T 00 .J . . . . state relaxation information as this
& 104 B ——DTAB (H,0
2 (H,0) wavelength is on the blue side of the
j= ——DTAB (D,0)
3 o5 emission spectrum. In the case of
N
© curcumin in TX-100 and DTAB
= o.o-J, . . . .
§ 1.0 C —— SDS (H,0) micelles, since 520 nm is on the red
——SDS (D,0) _ . . .
side of their emission peak maxima,
0.5
relaxation processes including
0.0 o . . . . solvation could be pronounced as
0 20 40 60 80 100
Time (ps) curcumin ~ shows a  strong

Figure 5 - Fluorescence upconversion decays of
curcumin collected at 520 nm in (A) TX-100, (B)
DTAB and (C) SDS micelles at pH = 7.4 tris buffer
(red) with an excitatiowavelength of 407 nm.
Corresponding upconversion decays in deuterated ] ) ] o
micellar environment at pD = 7.4 (blue) are also With a biexponential function within
included. Curcumin shows a prominent isotope

effect in all three micellar media. the 100 ps time window and the results

solvatochromatic behavior. All the

upconversion decays are well fitted

are summarized in Table 1. Curcumin in the TX-1QQ@'Hsystem shows a fast

component of 8 £ 2 ps and a slow component of 80 + 10 ps. Upon deuteration of
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curcumin in the same micelle, a biexponential decay with timeaaatissof 8 + 2 and 130
+ 20 ps is obtained. It is important to note that while the fastponent remains
identical within experimental error in the two results, the stawnponent shows a
significant isotope effect of 1.6. The isotope effect on the slowpoaent clearly
indicates that ESIHT occurs with a time constant of 80 ps

Table 1 -Fluorescence upconversion decay parameters for curcumin in differeriamicel
systems. The fluorescence upconversion trdggswere fitted with the multi-exponential
function f(t) = a; exp (¥/n) + ax exp (/).

Micellar system a 7 (pS) a © (pS)
TX-100/H,O 0.30 +0.04 8+2 0.70 £ 0.04 80 + 10
TX-100/D,0 0.23 +£0.03 8+2 0.77 £0.03 130 + 20

DTAB/H,O 0.36 £ 0.03 6+2 0.64 £ 0.03 50 +5
DTAB/D,0 0.22 +0.03 6+2 078+0.03  gy.5
SDS/HO 0.57 £0.03 3+2 0.43 £ 0.03 55 + 3
SDS/D,O 0.57 £0.03 3+2 043+0.03  go.g

in TX-100. In DTAB/HO and SDS/KD, the time-resolved fluorescence also exhibited a
distinct biexponential decay. The fast component has time conefafhts 2 and 3 + 2

ps whereas in the slow component 50 £ 5 and 55 + 3 ps are obtained forinurctime
DTAB and SDS micelles, respectively. Deuteration of curcumuiuges a similar
isotope effectj.e., an identical fast component and lengthening of the slow component.
The time constants of the long component are 80 £ 5 and 85 + 6 ps in the DOARID
SDS/D,O media, respectively. The presence of an isotope effect oferlcGrcumin in

these two micelles reinforces our assignment of the lond-beeponent to ESIHT. As
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for the fast component observed in the results, further discussiomevdiven in the
following section.

Several studies have shown that the ESIHT process in curcumntiighty
sensitive to the presence of hydrogen bonding between curcumin asdhthat®®>?
Nardo et al. and Khopde et al. independently reported that there is ps~86cay
component in the fluorescence lifetime (89 and 64 ps, as measured twotigeoups,
respectively) of curcumin in cyclohexane using TCSPE. This decay component is,
however, limited by the time resolution of TCSPC apparatus dtcepted that this fast
decay component is due to ESIHT of curcufinThe ESIHT time constant of curcumin
in this nonpolar solvent is shorter than that in methanol, which hasia et 70 ps?
The results imply that the strength of the intramoleculardyen bond of curcurmin is
the determining factor in the rate of ESIHT. These authordidiumiore, suggest that in
protic solvents, such as methanol and ethanol, the keto-enol group of curfcums
strong hydrogen bonds with the solvent molecules, in addition to the inéeutan
hydrogen bond within the keto-enol grotfg® The interactions between curcumin and
the protic solvent molecules interfere with the intramoleculdrdgen bond, weakening
the bond effectively, thereby decreasing the rate of ESIHGwever, such perturbation
in intramolecular hydrogen bonding is absent in nonpolar solvents sugklalsexane,
enabling a strong intramolecular hydrogen bond in the keto-enol nadietycumin and
facilitating a fast ESIHT.

The ESIHT time constant for curcumin in the TX-100 micellghvai value of 80
ps as measured in this fluorescence upconversion study, is vergrstmithat of

curcumin in methanol (70 ps), as reported in our previous study usingathe
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technique’® This indicates a substantial level of curcumin-solvent and cuneumi
surfactant intermolecular hydrogen bonding in the micelle. Hssltris consistent with
a previous study, suggesting that curcumin is trapped in the paliagee of the
micelle3* which is a relatively hydrophilic layer of the micetle. In addition, studies
have shown that the C-O groups in TX-100 interact favorably with watech support
that there is a substantial level of water in the micéfld. Furthermore, curcumin may
also have considerable hydrogen bonding with oxygens in the C-O grotisTX-100
surfactants, as will be discussed below. In short, in theafade TX-100 micelle, our
results indicate that hydrogen bonding between curcumin and tkefanienvironment is
similar to that between curcumin and bulk methanol, which is consisiémtresults
from a previous reporft:

In the DTAB and SDS micelles, the ESIHT time constants ppeoaimately 50
ps, as shown in Table 1. It appears that the fast ESIHE tingerved in these micelles
compare well with that in the nonpolar solvent cyclohex8re.However, as indicated
earlier, the ESIHT process of curcumin in cyclohexane ist tilady faster than what
was measured with TCSPC due to limited temporal resolution. omnparison to
curcumin in the TX-100 micelle, the ESIHT process occursrfastine DTAB and SDS
micelles. It is obvious that there is a stronger curcumin imti@nlar hydrogen bond,
and a weaker curcumin-water or curcumin-surfactant interactiorthése micelles
compared to TX-100. To gain insight into the higher rates of EStHfie DTAB and
SDS micelles relative to that of TX-100, we first consider weter content of the
micelles. Studies have suggested that the water conterdsralaa for the DTAB and

TX-100 micelles but higher in the SDS micélfe. Therefore, it follows that the
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curcumin-water hydrogen bonding is likely to play a minor role in leading tgheehrate
of ESIHT for curcumin in the DTAB and SDS micelles. An obvioused#hce between
TX-100 and the other two surfactants is that the presence of a high number of C-O groups
in the backbone of TX-100, which may interact with curcumin through dggir
bonding. In contrast, the surfactant backbones of DTAB and SD&arposed of the
dodecyl group, which only interacts with curcumin through weak van dats/¥arces.
It is likely that the presence of a considerable hydrogen boneimgprk for curcumin in
the TX-100 micelle leads to a slower rate of ESIHT. In@ieAB and SDS micelles,
however, the ESIHT rate is higher due to the absence of suchgeydoonding network.
While the results in this study are consistent with the notionddftianal hydrogen
bonding in the TX-100 micelles for curcumin, more work will be necggsannderstand

this effect fully.

Early Time Solvation Dynamics in Micelles

The fluorescence upconversion results in Figure 3 show that inoadidit
the component that is attributed to ESIHT, there is an earlydenay component with a
time constant significantly shorter than the ESIHT component. eTalsummarizes the
time constant of the fast component, showing that values of 8, 6 and 3gshta&ined
for curcumin in TX-100, DTAB, and SDS micelles, respectively. reggngly, unlikely
the ESIHT component which shows an isotope effect, the fast dmmaponent is
insensitive to deuteration of curcumin. As shown in Table 1zthalues are virtually
identical for nondeuterated and deuterated curcumin in each of th#éemicdn our

previous study on curcumin in polar organic solvents, an isotope ef#tectdst decay
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component was also observed and we demonstrated that the decay congpdoertb
solvation of curcumin in these solverts.Using the previous results as a guide, we
conducted a series of fluorescence upconversion experiments witlke avindow of 10
ps. The results are shown in Figure 4. For curcumin in the TX-168llen{Figure 4A),
the fluorescence upconversion traces show a clear decay at 47Queinaftd this decay
slows down considerably at 540 nm

(red). However, at 610 nm (green), the

fluorescence decay vanishes and a rise

component is observed. The presence

ty

of the decay and rise components as’

nensi

function of fluorescence wavelength+=

shown in Figure 4 is a key signature o%

N 0.5 470nm
solvation dynamics. As will be = ] DTAB  ___ s540nm
© 00 —— 610nm
discussed  further  below, waterg ' . . . . .
o 101 C
molecules in the micellar structure playZ
. . . . 0.51
a major role in solvating curcumin. For — T 480Am
SDS —— 550nm
curcumin in the DTAB micelle (Figure 0.0- —— 630nm
0 2 4 6 8 10

4B), an almost identical trend in the Time (ps)

fluorescence upconversion is showhigure 6 - Representative normalized wavelength
resolved fluorescence upconversion decay traces of

with a rise component observed at 6fgrcumin at three different wavelengths in (A) TX-
P 1%0, (B) DTAB, and (C) SDS micelles at pH =7.4

am.  While a similar behavior of th tris buffer. The time-resolved traces at the red end
: ?610 nm for TX-100 and DTAB and 630 nm for
. SDS micelles) show a rising component, clearly
multiwavelength fluorescencengicating the presence of solvation dynamics.

upconversion is shown by curcumin in the SDS micelle, the wavekmagtivhich the
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decays were recorded were set slightly to the red due tgex &atokes shift observed for
curcumin in this micelle. In short, the results indicate thegiree of solvation dynamics
for curcumin in TX-100, DTAB and SDS micelles.

Using the method outlined in the experimental section, the solvatioselatayn
function, C(t), for curcumin in the three micelles were constrdu@nd are shown in
Figure 5. First, it is clear that for curcumin in each fheceC(t) shows a rapid decay

which is followed by a slow decay and an apparent constant offset. Curcumin shows a

Figure 7 - Solvation correlation function,
1.2

J C(t), of curcumin in TX-100 (red), DTAB
: E));xlgo (blue), and SDS (black) micelles constructed
_0.8- e SDS from multiwavelength fluorescence
= [ ] upconversion results. TI&t) is well fitted
O 2 {- s with a biexponential function. All three
0.4- — . icelles show different fast and sl
s micelles show different fast and slow
T components, refer to Table 2. Note that the
0.0 . . . . 4 slow component ilC(t) for each micelle is
0 2 4 6 8

10 identical to the fast component of the
Time (ps) corresponding fluorescence upconversion
decay at 520 nm within experimental error,
see Figure 3 and Table 1.

fractional solvation at 300 fs, f300 fs, of 0.25, 0.53, and 0.50, in the TX-I08BPand
SDS micelles, as summarized in Table 2. The C(t) for curcum#ach of the micelles
was fitted with a multiexponential function, of which the equatioshiswn as follows,
and the fitting parameters are listed in Table 2.

C(t)=aexptt/z)+a,expt/z,)+a, (2)
Initially, a fit to eq 2 was attempted by fixing thgcomponent to 8, 6, and 3 ps for the
TX-100, DTAB, and SDS micelles, respectively and excellentwise obtained. For

curcumin in the TX-100 micelle, the fast decay componeg@(thhas a time constant of
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0.31 ps, which is as short as the instrument response function (IB&) apparatus, and
an amplitude of 37%. In the DTAB and SDS micelles, however, the time constams of t
fast component have values of 0.12 and 0.15 ps, respectively, which are thiaortire
IRF of the instrument.

Table 2 -Solvation correlation functiorG(t), decay parameters for curcumin in different
micellar systems.

l\gilcsetg?nr fa00 18 a’ 71 (pS) a  (psy ag
™00 o o oor 003 8 003
A
oS o5 oor bo2 o0o 3 oL

#fs00ts fractional solvation at 300 fs
® TheC(t) was fitted with the multi-exponential functi@{t) = a; exp (/1) + &, exp (¥/z) + as.

° The » component was fixed at 8, 6, and 3 ps for the DE;IDTAB, and SDS micelles, respectively to
demonstrate the agreement with the results in Ei§uand Table 1.

These IRF-limited decay time constants have amplitudes of 56% &hdnSthese two
micelles. The fast component Gft) is followed by a slow decay component, of which
the time constants are fixed as mentioned above. The amplitudes obmponent are
nearly the same in the three micelles, ranging from 20% to 26%. In addition &sttke f
300 fs) and slow (3 — 8 ps) component<(, it is obvious that solvation dynamics are

incomplete within the time window of the experiment, giving ts& constant offset in
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the C(t), as shown in Figure 5 and thgterm in the multiexponential equation in Table
2. Alternatively, a good fit to eq 2 can also be obtained bgdixihe fast component to
0.1 ps for the three micelles. In this case, the slow componenttinas eonstant of 1.8,
2.6, and 1.9 ps, respectively. The best-fit curves and fitting pagesrate provided in
the Supporting Information. The significance of the decay componen&tpofare
discussed below.

Solvation dynamics in micellar media is currently an intemsa af researcff:
516169 gy rfactant micelles are excellent model systems for cmrlex biomembranes
and investigations on solvation dynamics in micelles provide criitmsaght into the
behavior of small molecules in biomembranes. First of all, in owlysit is noteworthy
that for each of the micelles the value of the time constaot C(t), as summarized in
Table 2, is virtually identical within experimental error batt of the fast component of
the fluorescence upconversion results shown in Figure 3 and Table 1exdéléent
agreement strongly indicates that the fast component observed ifiutihescence
upconversion results (Figure 3 and Table 1) is due to solvation dynafascumin in
micellar media. Second, the decay time constantS()fof curcumin in all micelles
show a fast component with a time constant that is too short (<3tks)resolved with
our apparatus. This fast decay component was also reported for $1:arfDDTAB
micelles in a study by Dey et al. using coumarin 480 as rthiegepmolecule and a time
constant of <300 fs was measufédThis fast component of solvation dynamics has been
previously attributed to motions of labile or bulklike water molecakethe interface of

e48-52

the micelle;”>“which have a longer solvation time constant compared to bulk (waie

ps)%¢797 As for fast solvation dynamics in TX-100, Mandal et al. showed ttie
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fastest component has a time constant of 2% péich is somewhat longer than our
measured value of <300 fs. To our knowledge, a < 300 fs solvation dgneoniponent

in the TX-100 micelle is previously unobserved, and our result is rgted®@monstration
of ultrafast solvation dynamics of the TX-100 micelle. Third, sfeev component of
C(t), which has time constants of 8, 6 and 3 ps, respectively, in theDUXBITAB, and
SDS micelles, shows reasonable agreement with results fraoysestudie$™®” which
has been assigned to solvation of water molecules that are boumel dartace of the
micelle by hydrogen bonding or the head group-water intersfi>> Lastly, the
constant offset observed in tlt) of curcumin in the three micelles, which is expressed
asag in Table 2, indicates the presence of a decay component witlke adimstant that is
vastly longer than the 10 ps time window of the solvation dynamickest Although
this decay component d@i(t) is too long to be resolved with our solvation dynamics
investigations, it has been established in previous studiesC{hlabas a long lived

component in micelles, with time constants ranging from 165 to 30 ps.

Fluorescence Lifetime in Micelles

The excited-state kinetics of curcumin in micelles wae alsestigated
using time-correlated single photon counting (TCSPC). Figure 6 sthewhiorescence
decays of curcumin in the TX-100, DTAB and SDS micelles in pit$ 7.4) and tris-g
(pD 7.4) buffer with a 3-ns time window, in which curcumin producesatope effect
in each of the micelles. The decays are multiexponential urenahd three exponential
functions are necessary to fit the data well. The best fanpeters and the average

fluorescence lifetimes are summarized in Table 3. BrigflyH,O, the fastest decay
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component has a time constant ranging from 50 — 60 ps, which is fdllavgtower
component of ~200 ps and then a long lived 400 — 900 ps component. In contrast, in

D-,O, while the two slower

1, A TX-100 (H.0) components are essentially
0.14 TX-100 (B,0) indistinguishable within experimental
0.01- error, the fastest component increases
S O
=
8 1] . to 70 — 85 ps, exhibiting an isotope
Q B —DTAB(H,0)
c —— DTAB (D,0) effect of 1.4 in the three micelles.
- 0.14 2
Q It is noteworthy that there is a
< 0.014
c close match between the time
S
o 14 '
Z C SDs (H,0) constants of the ESIHT component, as
0.1 ——SDS (D,0)
' established in an earlier section on
0.01; .
fluorescence upconversion, and the

0 1 2 3 component as measured by TCSPC,

Time (ns)
Figure 8 - Fluorescence decays obtained with timas Table 1 and 3. Furthermore,

correlated single photo counting for curcuminin . .
TX-100, (B) DTAB and (C) SDS micelle atpH = Similar  to the  fluorescence
7.4 (red) and pD =7.4 (blue) tris buffer. The decays , ,
were obtained ate, = 407 nm ande,> 425 nm upconversion results, this decay
with a full time window of 3.33 ns. The decays are ) .

well fitted with a triexponentional decay function. component experiences an Isotope
The lengthening of the shortest decay component in

the deuterated media supports the assignment of @ififect in the deuterated environment.
decay component to ESIHT, which shows excellent

consistency with the fluorescence upconversion Therefore, the results strongly

results.

indicate that the; component measured by TCSPC is due to ESIHT. Interestihgly,
average fluorescence lifetimes of curcumin in the TX-100 migsllelose to that of

curcumin in methanol (130 ps), suggesting the similarities of theetwoonments, as
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discussed in a previous section. The shorter average lifetimescofran in the DTAB
and SDS micelles imply a greater level of intramoleculardgen bonding but lesser
extent of intermolecular hydrogen bonding, which was also discussed in the stame sec

Table 3 -Fluorescence lifetime results of curcumin in different micellatesys.

2”;;;'{? a® n(ps) & osp % (Ps) (D (ps)
Too 12 Trors U I TIR o I
Dono S faes 0% YO TOM f g i -
DTAB/H,0 8;32 * 5045 8:3; * égo * 8;81 * 900 +200 75+ 12
DTABID,O ofa * 70e5 o2l * 130 F 881 % 7304300 110
SDS/HO 8:81 * 5545 8:8{13 * 135 * 8:81 * 415+80 70+6
SDS/DO 8;82 * 7545 8:3‘2‘ * 135 * 8;81 * 405+20 125+8

% The fluorescence decay traces, f(t), were fitted with thelti-exponential function
f(t) =ay exp (/) + a, exp (/) +az exp (/).

® The 2, values were limited to the range specified.

Conclusion

We have presented unambiguous results to demonstrate that exatiéed-st
intramolecular hydrogen atom transfer (ESIHT) is a majortqgigysical process of
curcumin in the TX-100, DTAB and SDS micelles. The fluorescence upcione
trasient of curcumin in each micelle shows a biexponential degtyfime constants of

3 — 8 ps (fast) and 50 — 80 ps (slow). The slow component exaipitsnounced isotope
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effect, producing a decay time constant of 80 — 130 ps in the esicalhich is assigned
to ESIHT. The ESIHT rate of curcumin in the TX-100 micedléower than those in the
other two micellar system. The hydrogen bonding between curcurdirthe TX-100
surfactant may contribute to this effect. The fast decay compomelike the ESIHT
process, is insensitive to deuteration of curcumin and has been attridousolvation
dynamics using results from multiwavelength fluorescence upcsiowestudies. The
water molecules in the micellar structure give rise to simiwadynamics of curcumin.
The solvation dynamics observed in the micelles are slower ttienin bulk water,
which are attributed to water molecules at the micelle mterthat are labile or bulklike

and those that are bound to the surface of the micelles.
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Supporting Information

Time-Resolved Emission Spectra of Curcumin in Micelles

1.04 A —0ps

Normalized Intensity

16000 20000 24000
Wavenumber (cm™)

Figure 1. Time-resolved emission spectra of curcumin in TX-100, DTAB and 5D5 micelles.

www.manharaa.com



71

Table 1. Solvation correlation function, C(f), decay parameters (alternative fitting) for

curcumin in different micellar systems.

T;:fif fioss a” o (ps)° as 72 (ps) as

TX-100 025003 0.23x0.03 0.1 .28 +0.03 1.8=03 049 =001
DTAB 053003 0.52=0.01 0.1 0.20+0.01 2603 028 =0.01
SDS 0.50=0.03 048 =£0.02 0.1 .32 +0.01 1.9 =0.1 0.20 = 0.01

* fanors: fractional solvation at 300 fs
" The C(f) was fitted with the multi-exponential function C(7) = a; exp (-#/701) + 92 exp (-#/ &) + as.

© The fast component ( 77) was fixed at 0.1 ps to reflect the portion of unresolved solvation.
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Abstract

The demonstration of curcumin as a photodynamic therapy agent has generated a
high level of interest in understanding the photoinduced chemical and physical peoperti

of this naturally occurring, yellow-orange medicinal compound. Important photeghysi
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processes that may be related to photodynamic therapy effects includitegl-estate
intramolecular hydrogen atom transfer (ESIHT) occur within the ferobosketo

picosecond time scales. Femtosecond fluorescence upconversion spectroscopy has
sufficient time resolution to resolve and investigate these important photagdhysic
processes. In this review, recent advances in using femtosecond fluorescence
upconversion to reveal ultrafast solvation and ESIHT of curcumin are presented. The
excited-state photophysics of curcumin has been investigated in alcohols altal mice
solutions. The results of curcumin in methanol and ethylene glycol reveal sespeeof

two decay components in the excited-state kinetics with time scales of j2-a2d

~100 ps. Similarly, in a micellar solution, biphasic kinetics are present withghddcay
component having a time constant of 3-8 ps, the slow decay component 50-80 ps.
Deuteration of curcumin in both media leads to a pronounced isotope effect in the slow
decay component, which suggests that ESIHT is an important photophysical process on
this time scale. The results of multiwavelength fluorescence upconvensibessshow

that the fast component in the excited-state kinetics is due to ultrafasisolTaiese
advances form a part of the continuing efforts to elucidate the photodynamic therapy

properties of curcumin.

Introduction

Curcumin, the yellow pigment in the rhizome of turmeric, has been shown to
possess a large number of medicinal effects. Most notably, studies[1,2] haveesliggest
that the low incidence of cancers in the gastrointestinal tract in the popuétine

Indian subcontinent is related to the intake of curcuminoids, which form a family of
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yellow polyphenols including curcumin (77%), demethoxycurcumin (17%),
bisdemethoxycurcumin (3%), and cyclocurcumin (trace level). In addition to argrcanc
properties,[3,4] curcumin has anti-inflammatory,[5] antioxidant,[6] anti-Aink€s
disease,[7] anti-cystic fibrosis,[8] and wound healing effects.[9-11] Recent hmnls s
that curcumin has significant potential as an effective photodynamic thegepy,[12—
19] particularly for melanoma treatment.[20—26] The presence of light hasbeen to
greatly enhance the destruction of tumour cells.[16,18,19] Although it has been
established that stable photoproducts are not the source of medicinal effects of
curcumin,[14] photolytically produced reactive oxygen species including singlgénx
hydroxyl radical, superoxide, or hydrogen peroxide may be responsible for the
photoinduced activity.[13,14,27-31] From the photophysical viewpoint, a study by
Jovanovic et al. demonstrates that H-atom transfer is a preferred antior&tranism

of curcumin using laser flash photolysis and pulse radiolysis.[32] Currently ateere
significant interests in developing a detailed level of understanding of thepblystcal
and photochemical processes of curcumin in order to further exploit its light-induced
medicinal effects.

There are two major challenges in the application of curcumin as an effective
treatment agent, namely the lack of bioavailability and the limited gyabilaqueous
environments. Owing to the low aqueous solubility, curcumin has a tendency to
aggregate and precipitate in water, thereby limiting its bioavailabdiioyeover,
curcumin degrades rapidly in water and buffer solutions with a reaction leadif¢f.5
min at pH 7.2.[33] The degradation involves a retro-aldol condensation reaction

catalyzed by the hydroxide anion, to produce products including vanilin, ferulic acid, and
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feruroyl methane,[34] which have been shown to possess medicinal properties as well
Our studies have shown that encapsulation of curcumin in surfactant micelles and binding
to proteins and diamide linkedcyclodextrin dimers resolve these two major issues.[35—
38]

Micellar systems may play a critical role in enabling the clinipaliaations of
curcumin. These molecular assemblies address the issue of low bioavaitsuéityse
micelle-captured curcumin is well dispersed in agueous solutions. Associatotnevi
micelle also enables curcumin to be present in a water-free environment,[17,35,37-41]
thereby preventing degradation. Investigations on the behaviour of curcumin iramicell
systems are crucial because it is largely membrane bound in a biological
environment.[42] These studies provide valuable insight into the properties of curcumin
in a biologically relevant environment.

Curcumin exists in two tautomeric forms, namely fikgiketone and keto-enol.
Payton et al. have shown that curcumin is predominantly a keto-enol tautomédr) (Rig

several solvents with various polarities using results from NMR spectropt®lpyhis is

e
o o
0 0
HaC = NSNS ST,
HO Z oH

Figure 1 — Structure of keto-enol form of curcumin.

because a strong intramolecular hydrogen bond is present in the keto-enol tautomer
resulting in stabilization of this tautomeric form. As the keto-enol tautotnecumin has

the capability to undergo excited state intramolecular hydrogen edosfdr (ESIHT)
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due to close proximity of the proton donor and the acceptor, as shown in Fig. 1. Our
recent work has not only established that ESIHT is a major photophysical event of
curcumin, but we have also assigned the time scale of this phenomenon.[44,45] The
ESIHT process of curcumin was investigated in two classes of environmiestts. F

studies were performed on curcumin in methanol, ethylene glycol, and chiortafor
understand the effect of intermolecular hydrogen bonding on ESIHT.[44] Second,
micellar systems composed of sodium dodecyl sulfate (SDS), dodecyl trimethyl
ammonium bromide (DTAB), and triton X-100 (TX-100) were chosen to investigate the
effect of interfacial water and the charge of the surfactant headgroup o .ZSH

Using deuteration of curcumin and femtosecond fluorescence upconversion spegtroscop
our results show that the time constant of ESIHT of curcumin is 70 ps in methanol and
120 ps in ethylene glycol. In addition, there is a 12—20 ps component in the excited state
kinetics that is attributed to ultrafast solvation. In the micellar systim@sesults show

that the time constant of ESIHT of curcumin in these micelles ranges fraor85(pts.
Additionally, a fast component of 3—8 ps, which is due to solvation dynamics of
curcumin in the micellar media, was also observed. It has been suggested that the
presence of a labile hydrogen as a result of ESIHT plays a role in the miegfi@ots of

other naturally occurring pigments such as hypericin and hypocrellin.[46+83 tase

of curcumin, ESIHT may result in partial deprotonation, which induces fragmentation to

yield the medicinal degradation products mentioned earlier.
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Fluorescence Upconversion Technique

Fluorescence upconversion is one of the most attractive time-resolved
fluorescence methods. Compared with similar techniques, it provides the higkest tim
resolution in resolving the decay of fluorescence signals. Typically, teerésolution of
fluorescence upconversion is ~300 fs or less. In contrast, although timetedrsitayle
photon counting, which is another popular time-resolved fluorescence method, provides a
simpler solution to data acquisition, the time resolution is significantly poes@rgds or
longer). The apparatus for fluorescence upconversion in our studies is described in detai
elsewhere.[54] In short, the laser source was a homebuilt mode-locked Ti:sapphire
oscillator. The fundamental wavelength and repetition rate of the femtmseuatput
were 814 nm and 82 MHz, respectively. The fundamental output of the oscillator was
frequency-doubled by a type-I lithium triborate crystal (2 mm). The frequéogbled
pulses (407 nm) were used to excite the sample and the residual of the fundansental wa
used as the gate pulse to upconvert the fluorescence signal. The polarization of the
excitation pulse was at the magic angle relative to that of the gate.gtitsesthe
frequency-doubled blue pulses (407 nm) were focussed onto a rotating cell containing the
sample and the fluorescence signal was collected using a 10x objectivEnensthe
gate pulse and fluorescence signal were focussed onto a 0.4 mm type-| loeta bari
borate crystal to generate the sum frequency light, which was detected by a
photomultiplier tube mounted on a monochromator. The full-width-at-half-maximum of
the instrument response function is 300 fs, obtained by the cross-correlation function of

the frequency doubled and the fundamental light. All experiments were performed at
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room temperature. For most fluorescence upconversion experiments, a time window of

100 ps was used with a step size of 0.2 ps.

Solvation Correlation Function

The solvation correlation function, C(t), which reveals the time constants of the

solvation process, was used to analyze and quantify the solvation dynamics.

C(t): V(t)—V(OO)
v("0")—v() 1)

The v(‘0), v(t), and w) in Eqn 1 denote the peak frequency (typically in cm-1) of the
zero-time, t and infinity emission spectra, respectively. Using the appob&ee and
Maroncelli,[55] the ‘zero-time’ emission spectrum was approximated by tiséng
emission spectrum of curcumin in hexanes. As far)v{he peak frequency of the
steady-state fluorescence spectrum was used. In these investigatioescénoe
upconversion measurements were performed at 11-17 wavelengths depending upon the
system, ranging from 470 to 630 nm, with a time window of 10 ps to construct time-
resolved emission spectra with sufficient data points to reflect the realasyieach of

the time-resolved emission spectra was fitted with the log-normal functébtha peak
frequency v(t) was obtained using the procedure outlined by Maroncelli anch§lB6]
The relatively large width of the time dependent emission spectra typieallits in
uncertainty in the exact position of the maxima. Therefore, by using the tgmaise

ratio and width of the spectrum (including ‘zero-time’, steady-state, ofreswved
emission spectrum) as sources of uncertainty, we determined the followicaj ty

uncertainties: time-resolved emission (~£200 cm-1), ‘zero-time’, andysstaite
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(=100 cm-1). These uncertainties were used to compute error bars for then@llty, Fi

the fractional solvation at 300 fs was calculated using f300 fs = 1 — C(t = 300 fs).

Excited-State Intramolecular Hydrogen Atom Transfer of Curcumin in Methanol,
Ethylene Glycol and Chloroform

The excitation and probe wavelengths in the fluorescence upconversion
experiments for curcumin in methanol, ethylene glycol, and chloroform are 407 nm and
520 nm, respectively. The excitation wavelength of 407 nm is near the absorption
maximum (see “Accessory Publication” below), which enables effipehotion of
curcumin from the ground state to the excited state. The fluorescence of curcum
in in these solvents at 520 nm is relatively, intense (see “Accessory Pohblidatlow).
Because it is situated on the blue side of the spectrum, the signal reftgcterea
events in the excited state relaxation process. Fig. 2a shows the fluoeescenc
upconversion signals of curcumin in methanol and deuterated methanol. The signal of
curcumin in methanol, which is shown in red, was fitted with a bi-exponential decay
function with time constants of 12 + 2 ps and 70 + 10 ps with nearly equal amplitudes. In
deuterated methanol, which is shown in blue, while the fast decay component remains
identical within noise level, a significant isotope effect is present in thecslowponent.

As a result, the decay time constant of the slow component is increased to 120 + 20 ps.
The fitting parameters are summarized in Table 1.

Fig. 2b shows the time-resolved fluorescence signal of curcumin in ethylene

glycol (red). Similar to methanol, the signal also exhibits a bi-exponentaydin

contrast, the time constants of the decays are longer, which are 20 + 3 ps and
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I 1 I I I I

QEG
OEG 0,0-d,
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a 20 40 G0 a0 100
Time [ps]

Figure 2 - Fluorescence upconversion decays of curcumin in (a) methanol (MeOH), (b)
ethylene glycol (EG) and (c) chloroform (CHEIcorresponding decays in the deuterated
analogs in (a) and (b) show a prominent isotope effect. The inset in (a) thleovidually
identical traces before the H/D exchange (equilibration time ofnitiy which indicates th:
the isotope effect observed after equilibration (48 h) is indepenfisolvent effects. While
the decays in (a) and (b) exhibit bi-exponential nature, the traceignn@arly single
exponential. All samples were excited at 407 nm and fluorescence \agexbht 520 nm.
This figure is adapted from ref. [44] and used with permission of tH& AC
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Table 1 -Fluorescence upconversion decay parameters for curcumin in different solvents
and micellar systemis

Solvent/micellar system a 71 [ps] 7> [ps]
Methanol 0.45+0.07 12+2 7010
Methanol-d, 0.45+0.07 1242 120+ 18
Ethylene glycol 0.45 +£0.07 2043 105 £ 15
Ethylene glycol O,0-d 0.45£0.07 2043 2200+ 33
Chloroform®™ 1.0£0.15 130420 —
TX-100/H-0 0.30£0.04 842 80+ 10
TX-100/D:0O 0.23£0.03 8+2 130+ 20
DTAB/H,0 0.36£0.03 6+2 S04+ 5
DTAB/D,O 0.224£0.03 6+2 B+ 5
SDS/H,0 0.57+0.03 342 5543
SDS/D,0 0.57+0.03 342 BS54+ 6

AThe fluorescence upconversion decays, f{r), were fitted with the multi-
exponential function: (1) = a; exp(—t'T)) + az exp(—t/m), where a; +a> = 1.
¥Chloroform was dried over molecular sieves before use. Water content was
assessed with a coulometric Karl Fischer Titration {Mettler Toledo DL 39).
% wt H,O = 0,002,

105 + 15 ps, with amplitudes of 45% and 55%, respectively. The time-resolved
fluorescence of curcumin in deuterated ethylene glycol also produced@eigffect.
While the fast decay component remains unchanged, the time constant of the slow
component shows an isotope effect of 2.1. The fluorescence upconversion decay trace of
curcumin in chloroform is shown in Fig. 2c, which is best fitted with a single expahenti
decay function with a time constant of 130 £ 20 ps.

The emergence of the isotope effect of 1.7 of curcumin in methanol (Fig. 2a)

requires equilibration of curcumin in deuterated methanol for ~48 h. It is possible that
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exchange of the enolic hydrogen of curcumin with the deuterium of methanol-d4 takes
such a long period due to strong intramolecular hydrogen bonding, which is similar to
deuteration of a similar system.[57] The inset of Fig. 2a shows the fluorescence
upconversion results of curcumin in methanol and deuterated methanol with an
equilibration time of only 15 min. In contrast, the two decay traces are idlentthin
experimental error, clearly indicating the absence of an isotopé. 8ffecdependence of

the isotope effect on equilibration time offers important insights. First, tlemedof any
isotope effect with a short equilibration time suggests that the associaitsd state

process is intramolecular in nature, in contrast to intermolecular procestess

hydrogen bonding interactions between curcumin and the solvent molecules. Second, the
observed isotope effect shows a direct correspondence to the enolic H/D exathange
curcumin, supporting the excited state hydrogen atom transfer properties ofetieski

owing to the following reasons. First, it follows that the isotope effect isiasstd¢o a
non-radiative process as the fluorescence quantum yield of curcumin in methanol has a
low value of <10%.[58] Second, it is unlikely that the formation of an excited tafzlet

by intersystem crossing plays a big role because the triple yieldafrour is only

~3%.[58] Finally, other non-radiative processes including photoisomerization &A@ ES
may also lead to an isotope effect in the excited state kinetics. Itliestagblished that
photoisomerization exhibits a strong dependence on solvent viscosity.[59-63] Owing to a
weak dependence of the excited state dynamics of curcumin on solvent viseasity, a
discussed below, it is unlikely for photoisomerization to give rise to the observed isotope
effect. However, the isotope effect is substantially more likely to anse ESIHT,

which is expected to play a significant role in the deactivation of excitexlcstadumin
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due to the presence of a strong intramolecular hydrogen bond in the keto-enol moiety.
Because only the slow component in Fig. 2a exhibits an isotope effect, the 70-ps decay
component is therefore attributed to ESIHT, which forms a non-radiative detayayat

of curcumin. In the case of curcumin in ethylene glycol, as shown in Fig. 2b, Henpee

of an isotope effect in the long-lived decay component (105 £ 15 ps) supports the
assignment of this component to ESIHT. The ESIHT time constants of curcumiredeport
in this study are comparable to that of 7-azaindole in methanol.[64]

The solvent viscosities of methanol and ethylene glycol are 0.59 cP and 16.1 cP,
respectively at 20°C. Although the viscosities are different by a facteB®between
these solvents, the ESIHT time constants of curcumin in these solventstarelyela
similar. The apparent lack of dependence of the ESIHT time constant on visc@di®g im
that small amplitude molecular motions are involved, which are virtually independent of
the surrounding solvent molecules. This phenomenon has been observed in an analogous
system, hypericin, of which the ESIHT time constant is unrelated to solvent
viscosity.[48,51]

Fluorescence upconversion investigations were also performed on curcumin in
chloroform. The results of these studies provide a useful contrast to those of aurcumi
methanol and ethylene glycol. Chloroform is a polar aprotic solvent hence unat@ to f
any intermolecular hydrogen bonding with curcumin. In these studies, watestnealy
excluded because a trace level of water is able to quench the fluorescence of
curcumin.[43] The 130 + 20-ps decay component is assigned to ESIHT instead of
solvation because the time constants of solvation are 0.285 ps and 4.15 ps. This ESIHT

time constant is similar to those of curcumin in methanol and ethylene glycoh whi
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implies that intermolecular hydrogen bonding between curcumin and solvent may only

play a minor role in ESIHT of curcumin.

Excited-State Intramolecular Hydrogen Atom Transfer of Curcumin in Surfactant
Micelles

Fig. 3 presents the femtosecond fluorescence upconversion results of curcumin i
the TX-100, DTAB, and SDS micelles. The results of curcumin in both non-deuterated
(pH 7.4, 20 mM tris buffer in H20, red) and deuterated (pD 7.4, 20 mM tris-d11 in D20,
blue) micellar environments are shown. Similar to curcumin in alcohols, the decay
kinetics were monitored at 520 nm with an excitation wavelength of 407 nm. For the SDS
micelle, the time-resolved florescence at 520 nm reflects the ead\eticited-state
relaxation dynamics because it is on the blue side of the emission spectrtine (see
Accessory Publication section below). However, for curcumin in the TX-100 and DTAB
micelles, because 520 nm is to the red of the fluorescence maxima, theaelaxat
dynamics also contain solvation owing to a strong solvatochromatic behaviour of
curcumin. The upconversion decays in Fig. 3 are well fitted with a biexponentiabfunct
within the 100 ps time window and the results are summarized in Table 1. Curcumin in
the TX-100, DTAB, and SDS micelles shows a fast componentof 8 + 2 ps, 6 £ 2, and 3 £
2 ps, respectively, and a slow component of 80 £ 10 ps, 50 £ 5, and 55 * 3 ps,
respectively. Upon deuteration of curcumin in these micelles, the fast companamtse

unchanged but the slow component experiences a significant isotope effect of 1.6.
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Figure 3 - Fluorescence upconversion decays of curcumin collected at 520 nm in (a) TX-100,
(b) DTAB, and (c) SDS micelles at pH = 7.4 tris buffer (red) with an a&eit wavelength of

407 nm. Corresponding upconversion decays in deuterated micellar environment a¢pD

(blue) are also included. Curcumin shows a prominent isotope effaeltthree micellar media.
This figure is adapted from ref. [45] and used with permission of tHe. AC
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The ESIHT time constant of curcumin in the TX-100 micelle, which has a value
of 80 ps, is very similar to that of curcumin in methanol (70 ps). It is well accepted tha
ESIHT of curcumin in methanol is influenced by the interaction between curcumin and
the protic solvent molecules.[44,58,65] The agreement in these values indicates the
presence of curcumin-water and curcumin-TX-100 intermolecular hydrogen bonding
The presence of these interactions is expected because it has been suggested tha
curcumin is captured in the palisade layer of the micelle,[58] where a rBlative
hydrophilic environment is found.[66] Furthermore, curcumin may form hydrogen
bonding interactions with the C—O groups of TX-100, giving rise to an environment that
is similar to that of bulk methanol. In the DTAB and SDS micelles, the ESHd ti
constants are ~50 ps, which are considerably faster than that in the TX-108.niusl
faster ESIHT time constant implies a stronger curcumin intramolecytiiogen bond,
and a weaker curcumin-water and/or curcumin-surfactant interactiart(@de micelles
compared with TX-100. First, the water content in the micelles is consideradisRes
from a study indicate that the water contents of the DTAB and TX-100 micedles a
similar but higher in the SDS micelle.[67] Although the DTAB and SDS neis¢lave
different water contents, the nearly identical ESIHT time constantssa thieelles
imply that the curcumin-water hydrogen bonding only plays an insignificantrrole
ESIHT. In contrast, the major difference between TX-100 and the other two sutdasta
the presence of a high number of C-O groups. As a comparison, DTAB and SDS have
the dodecyl group, which is only capable of interacting with curcumin by van des Waal

forces. Therefore, it is conceivable that hydrogen bonding between curcumin &r@0TX-
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results in a slower rate of ESIHT, whereas in the DTAB and SDS miteddsSIHT

rate is higher due to the absence of curcumin-surfactant hydrogen bonding.

Solvation Dynamics of Curcumin in Methanol and Ethylene Glycol — Ultrafast
Solvent Motions

Solvation, the rearrangement of solvent molecules surrounding a dipole, is
expected to play a role in the excited state relaxation dynamics of carduento a large
dipole moment change afu = 6.1 D relative to ground-state curcumin.[58] This
magnitude ofAp is similar to that of Coumarin 153,[56,68] which is commonly used as a
standard probe for solvation dynamics. As shown in the Accessory Publication)(below
the fluorescence spectra have a peak shift that is highly sensitive to solaeity pol
which further indicates that solvation plays a major role in the relaxation of ¢liedex
state. The presence of solvation can be detected by a multiwavelength flnoeesce
upconversion investigation. In our study, fluorescence upconversion experiments were
performed at up to 11 wavelengths within 500 nm to 600 nm in methanol and ethylene
glycol. Several representative decay traces are shown in Fig. 4. Thal gesret is that
on the blue side of the emission spectrum (e.g. 500 nm) the results show a fast and a slow
decay component. However, as the wavelength of the fluorescence upconversion
experiment increases, the fast decay component gradually transformgiatatia
component. The transition from decay to growth in the time-resolved fluorescende signa
is due to a decrease in energy of the excited state due to solvation. As mentiikered ea
excited-state curcumin has a significantly higher dipole moment and tivedest@te in
the initial solvent configuration is relatively high in energy. Solvation, which involves

rearrangement of the surrounding solvent molecules, takes place in time ads tblaa
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decrease in the energy of the excited state. The behavior of the resultsabkshes
indication that solvation dynamics are present in the relaxation dynafh@gsited state

curcumin. A similar behavior is also observed for curcumin in ethylene glycol.

(a) |MeOH (b) | EG
500 nm 500 nm
E]
o,
< 530 nm e
o
=
2
=
> 560 nm
g - Ve 560nM
2| ———n
o
E |
o P
E EG"D nm . v .E;ﬂﬂ nim
'1_.r vﬂ. = -."r."'_""'-__l" Hl.qﬂ'wﬁw.ﬁ‘
T T T ¥ T | T T T T T T T
0 4 8 12 16 20 O 10 20 30 40
Time [ps] Time [ps]

Figure 4 - Representative normalized wavelength resolved fluorescence @psiomvtraces of
curcumin in (a) methanol and (b) ethylene glycol. Time-resolved emissiotispere
constructed by collecting upconversion traces over a range from 500 to 60@ntervals of
10 nm. The time-resolved traces at the red end (600 nm) show a growing cotnpdmeh is
the signature of solvation dynamics. This figure is adapted fromdddfahd used with
permission of the ACS.
The wavelength resolved fluorescence upconversion traces are used to tonstruc
the time-resolved fluorescence spectra (See the accessory publicetiom iselow)
from which the necessary parameters are extracted to generateséit@saorrelation

function, C(t) which reveals the time constants of solvation dynamics. ThefC(t)

curcumin in methanol and ethylene glycol are presented in Fig. 5a and theosolvati
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parameters are shown in Table 2. The f300 fs values for curcumin in alcohols show that
more than 70% of solvation is completed in both the solvents within the time resolution
(300 fs) of the instrument. The C(t) of curcumin in methanol and ethylene glycol shows
an initial fast response (50 fs, fixed) followed by a slow response; the C¢t)riamin

in these alcohols was fitted with the following multiexponential function and timgfit

parameters are listed in Table 2.

Ct)=aexp(-t/r)+a,exp(-t/z,)+a, (2)

Figure 5- (Top) The solvation
correlation functionC(t) of
curcumin in methanol and
0.8 1 ethylene glycol obtained from
fluorescence upconversion
experiments. ThE(t) is fitted
with a bi-exponential decay
0.4 1 function. Both the solvents show
a same initial fast component of
: 50 fs but a different slow
component of 12 ps (methanol)
0.0 - and 30 ps (ethylene glycol). This
: ' Y ' " Y ! ~ figure is adapted from ref. [45].
(Bottom) Solvation correlation
function, C(t), of curcumin in TX-
1.2 100 (red), DTAB (blue), and SDS
@® TX-100 (black) micelles constructed from
1 ® DTAB multiwavelength fluorescence
b6 ® SDS upconversion results. THEt) is
well fitted with a bi-exponential
function. All three micelles show
different fast and slow
components, refer to Table [dote
that the slow component &(t)
for each micelle is identical to the
fast component of the
corresponding fluorescence
upconversion decay at 520 nm
within experimental error. This
figure is adapted from ref. [45].
These figures are used with
permission of the ACS.

(I'} O Methanol
O Ethylene glycol

clt)

Time [ps]
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Table 2 -Solvation correlation functiorG(t), decay parameters for curcumin in different systems

S0 a® 7* [ps] az 72 [ps]” as (7) [ps]
Methanol 0.75 £0.04 0.71 £0.02 0.05 0.204£0.02 12+2 - 35
Ethylene glycol 0.75 £ 0.05 0.73+£0.02 0.05 0274002 0+5 - 8.2
TX-100 0.25£0.03 0.37£0.02 0.31£0.04 0.22 £0.03 g 0.41 £0.02 1.9
DTAR 0.53 +0.03 0.564+0.02 0.12£0.02 0.204£0.02 i 0.24 £0.02 1.3
5DS 0,50 4+ 0.03 0.54 £ 0.02 015002 0.26 £0.02 3 0.20£0.01 0.9

Migor: fractional solvation at 300 fs,
“_Thc Clf) was fitted with the multicxponential function C{¢) = ay exp(—t/7Ty) + a2 expl(—#72) + da.
“The faster component was fixed at 0.05 ps during fitting.

PThe 7> component was fixed at 8, 6, and 3 ps for the TX-100, DTAB, and SDS micelles, respectively to demonstrate the agreement with the results in Fig. 3 and
Table 1.
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Previous studies on solvation dynamics of similar systems have shown that the
50-fs component is attributed to ultrafast librational motion of the solvents.[68—70] The
slow component in the C(t) has time constants of 12 + 2 ps and 30 £ 5 ps in methanol and
ethylene glycol, respectively. These time constants show excealie@naent with the
fast component in the fluorescence upconversion results shown in Fig. 2 and Table 1.
Therefore, the fast component in the fluorescence upconversion results for aurcumi
methanol and ethylene glycol is assigned to solvation. Furthermore, curcumin in
methanol and ethylene glycol have average solvation times of 3.5 ps and 8.2 ps,

respectively, showing good agreement with a previous study.[68]

Solvation Dynamics of Curcumin in Surfactant Micelles — Ultrafast Solvatiorby
Interfacial Water

Solvation dynamics in the micellar media is an intense area of reseaatts®e
micelles are realistic models for complex biomembranes. Investigabin solvation
dynamics in micelles offer crucial insight into the behaviour of molecules in
biomembranes.[71-84] Using the results of curcumin in alcohols as a guide,[44] a series
of fluorescence upconversion experiments were conducted with a time window of 10 ps
(Fig. 6). For curcumin in the TX-100 micelle (Fig. 6a), the fluorescence upcamvers
traces show a clear decay at 470 nm (blue) and this decay is lengthened sthnétca
540 nm (red). At 610 nm (green), however, the fluorescence decay disappears tpmplete
and a rise in fluorescence intensity is observed. As mentioned above, the presesce of thi

behaviour is a clear signature of solvation dynamics. For curcumin in the DTAB &d SD
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micelles (Fig. 6b and 6c), a nearly identical trend in the fluorescence upsionvesult

1.0 4(a)

0.5 4

TX-100

Mormalized intensity
[ ]
[ %]

= 2
[T
i Il

0.5 A

T T R

Figure 6- Representative normalized wavelength resolved fluorescence
upconversion decay traces of curcumin at three different waveland#isTX-100,

(b) DTAB, and (c) SDS micelles at pH = 7.4 tris buffer. The timelwesl traces at

the red end (610 nm for TX-100 and DTAB and 630 nm for SDS micelles) show a
rising component, clearly indicating the presence of solvation dynanfisstigure

is adapted from ref. [45] and used with permission of the ACS.

is observed. As a whole, the results indicate that solvation dynamics is present for
curcumin in TX-100, DTAB, and SDS micelles. Curcumin in the micelles has a (ft) wit
a rapid decay, a slow decay, and a constant offset (Fig. 5b). The fractima#ibsol

values of curcumin in the TX-100, DTAB, and SDS micelles at 300 fs, (f300 fs), are

0.25, 0.53, and 0.50, respectively (Table 2). Similar to the cases of curcumin in alcohols,
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the C(t) for curcumin in each micelle was fitted with Eqn 2. Excelleniviét® obtained

by fixing thet2 component to 8, 6, and 3 ps for the TX-100, DTAB, and SDS micelles,
respectively. In our study, th& value of C(t) for each micelle is virtually identical

within experimental error to that of the fast component of the corresponding flerocesc
upconversion results (Fig. 3 and Table 1). The agreement indicates that the fast
component in the fluorescence upconversion results is due to solvation dynamics of
curcumin in the micellar media. The time constants of the fast component in)tlaeeC(t
0.31 ps, 0.12 ps, and 0.15 ps for curcumin in the TX-100, DTAB, and SDS micelles.
These time constants are close to or less than the instrument response fuRE}ion (I

our apparatus, with an amplitude of 37%, 56%, and 54%, respectively. This rapid decay
of C(t) is followed by a slow decay component, of which the time constants aredixed a
mentioned above. The amplitudes of this component are nearly the same in the three
micelles, ranging from 20 to 26%. The results in Fig. 5b also show that solvation
dynamics are incomplete within the detection time window, resulting in aactdgtset

in the C(t), which is represented as the a3 component in Eqn 2.

The decay of C(t) of curcumin in the TX-100, DTAB, and SDS micelles show a
fast component with a time constant that is equal or faster than the IRF)800 fs
apparatus. For the DTAB and SDS micelles, this fast solvation dynamicsdmas be
previously observed and attributed to motions of labile or bulk-like water molextules
the interface of the micelle.[71-74,84] However, for TX-100 micelle, the fastest
component observed before our work has a time constant of 2.1 ps,[81] which is longer
than the measured value of ~300 fs in our study. This ~300 fs solvation dynamics is

previously unobserved, and our result is the first demonstration of ultrafast solvation
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dynamics of the TX-100 micelle. The fastest component in the C(t) is a ldsalit of
interaction of curcumin with the bulk-like water molecules at the aqueaedfeni

interface. A previous study shows that the hydration layer of the SDS and DKeAB-I
micelles is considerably thinner (6-9 A) than that of the TX-100 micelle (202}),[
indicating that curcumin is more exposed to the bulk-like water molecules fiorther

two micelles than in the latter. As a result, faster solvation dynamics seeved in the

SDS and DTAB micelles than TX-100. The 8, 6, and 3-ps component of C(t) in the TX-
100, DTAB, and SDS micelles, respectively, shows good agreement with previous
results, which has been attributed to solvation of water molecules that are bound to the
surface of the micelle by hydrogen bonding.[75,81] The presence of a constannoffset i
the C(t) of curcumin in the micelles, a3 (Table 2), indicates that there is @olva
dynamics component that is substantially longer than the time window (10 ps) of the
studies. It has been established in previous studies that C(t) has a long lived ctnmpone

micelles, with time constants ranging from 165 to 300 ps.[75,81]

Conclusion

We have demonstrated with fluorescence upconversion that curcumin undergoes
ESIHT and it plays a major role in the photophysics of curcumin. Photoexcitation of
curcumin in methanol and ethylene glycol produces a fluorescence signalcdng de
with a bi-exponential fashion on the order of 12—-20 ps and 70-105 ps. The long-lived
signal, which exhibits a prominent isotope effect in deuterated solventsifbstatt to
ESIHT. We have also shown that curcumin exhibits a long solvation component of ~12

ps in methanol and ~30 ps in ethylene glycol. In addition to alcohols, ESIHT is also a
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major photophysical process of curcumin in the TX-100, DTAB, and SDS micelles. The
fluorescence upconversion transient shows a bi-exponential decay, with tirentons

3-8 ps (fast) and 50-80 ps (slow). Similar to the cases of curcumin in alcohols, the slow
component exhibits a pronounced isotope effect, producing a decay time constant of 80—
130 ps, which is assigned to ESIHT. The ESIHT rate of curcumin in the TX-100 micelle
is lower than those in the other two micellar system because the hydrogen bonding
between curcumin and the TX-100 surfactant may contribute to this effect. THedagt
component, however, is insensitive to deuteration of curcumin and has been attributed to
solvation dynamics. The water molecules at the micelle interface, wigidalalle or

bulk-like, and those that are bound to the surface of the micelle give rise toosolvat
dynamics of curcumin. Our work in this area forms a part of the continuing efforts t

elucidate the photodynamic therapy properties of curcumin.
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Accessory Publication
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Figure 1. Normalized absorption and fluorescence spectra of curcumin in (a) methanol
(MeOH), deuterated methanol (MeOH-ds), (b) ethylene glycol (EG), deuterated ethylene
glycol (EG-d-) and (c) chloroform (CHCl:). This figure is adapted from ref 44 in the main

text and used with permission of the ACS.
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Figure 2. UV-Vis absorption and emission spectra of curcumin in (A) TX-100, (B) DTAB,
and (C) SDS in Hz0 (red) and D70 (blue). This figure 15 adapted from ref 45 in the main text

and used with permission of the ACS.
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Figure 3. Normalized time resolved emission spectra of curcumin in methanol (MeOH) and
ethylene glycol (EG). Steady-state (ss) and “zero-time™ (t = 0 ps) spectra are included.
Almost 70 % of the solvation is complete in both systems within the time resolution of our

mstrument (300 fs). This figure is adapted from ref 44 in the main text and used with

permission of the ACS.
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Figure 4. Time-resolved emission spectra of curcumin in TX-100, DTAB and SDS micelles.

This figure is adapted from ref 45 in the main text and used with permission of the ACS.
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Abstract

An investigation of the structure and dynamics of the high-energy ionic liquid, 1-
hydroxyethyl-4-amino-1,2,4-triazolium nitrate (HEATN) was undertaBath
experimental and computational methods were employed to understand the fundamental
properties, characteristics, and behavior of HEATN. The charge separationmiiag to
the electrostatic potential derived charges was assessed. The MP2 (sedeond
perturbation theory) geometry optimizations find six dimer and five tetramectures
and allow one to see the significant highly hydrogen bonded network predicted within the
HEATN system. Due to the prohibitive scalingatif initio methods, the fragment
molecular orbital (FMO) method was employed and assessed for fegsititithighly
energetic ionic liquids using HEATN as a model systéhe FMO method was found to
adequately treat the HEATN ionic liquid system as evidenced by the sraslleeadrror
obtained. The experimental studies involved the investigation of the solvation dynamics
of the HEATN system via the coumarin 153 (C153) probe at five different tempsratur
The rotational dynamics through the HEATN liquid were also measured using C153.
Comparisons with previously studied imidazolium and phosphonium ionic liquids show
surprising similarity.To the authors’ knowledge, this is the first experimental study of

solvation dynamics in a triazolium based ionic liquid.

Introduction

There has been a steeper than exponential growth in the number of
publications related to ionic liquids since the year 200Be interest in ionic liquids

reflects their versatility and their environmentally friengiyoperties in comparison to
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commonly used compound.lonic liquids are molten salts, commonly composed of an
organic cation and an inorganic anion that can often be liquid at room regarpe
These low-melting salts are considered to be green solvents, irastotd volatile
organic compounds, due to their high chemical and thermal stabilitidsyilolegvapor
pressure, and high recoverability and reusabilft{.lonic liquids can be customized by
varying the identity of the substituents on the cation or by adafiteangnoiety of the
anion® This versatility and these unique properties have piqued the intfrabe
scientific community, and a variety of fundamental studi®save been performed on
ionic liquids to obtain a better understanding of their characteristics.

One interesting application of ionic liquids is in the high epatgnsity matter
(HEDM) community, where many different molten salts have begnioeed and
reported'’ It is important to understand what characteristics make iaquids suited to
HEDM applications. This very problem was explored computationally serées of
studies:®®® as well as experimentally in a few repdftsThese studies show that
triazolium ionic liquids appear to have more suitable charagtsrisor HEDM
applications than other nitrogen rich ionic liquid species.

A recent report by Drake and co-work&rsn low-melting, potentially energetic,
salts lists their desired characteristics, as well anpatdenefits, that might be derived
from using them in energetic materials applications. The sati®rs have discussed
the 1R-4-amino-1,2,4-triazolium family of saftsthat are of interest owing to their high
nitrogen content. One interesting room temperature ionic liquid B family is 1-
hydroxyethyl-4-amino-1,2,4-triazolium nitrate (HEATN), depicted~igure 1a. To use

the HEATN ionic liquid in various applications, it is beneficial éonploy both
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experimental and computational methods to understand the fundamentaltigspper

characteristics, and behavior of HEATN.
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Figure 1-The structures of (a) 1-hydroxyethyl-4-amino-1,2,4-triazolium nittdEeATN),
(b) 4-amino-1,2,4-triazole, (c) solvatochromic probe Coumarin 153 (C153), (dylt3but

methylimidazolium chloride (BMIM CI"), (e) 1-butylimidazolium

bis(trifluoromethylsulfonyl)imide (BIM NTf,"), (f) 1-methylimidazolium
bis(trifluoromethylsulfonyl)imide (MIM NTf,), (g) 1-cetyl-3-vinylimidazolium
bis(trifluoromethylsulfonyl)imide (CVIMNTf,"), (h) tetradecyl! trinexyl phosphonium
chloride, and (i) hexadecy! tributyl phosphonium bromide)iGsP" Br).
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This present work focuses on the physical chemistry of the gty ionic
liquid system HEATN. The HEATN system was recently ingzged using molecular
dynamics simulations for the prediction of bulk properifeshe studies presented here
assess this ionic liquid at a molecular level, usibgnitio electronic structure methods,
to gain insight into the structure, energetics, and charge delaoat in the component
ions. These properties have been shown to be of significance inndlatihe physical
and chemical properties of ionic liquitfsandab initio electronic structure methods have
provided excellent agreement with X-ray structures of triagales, giving bond lengths
that are within 0.003 nm of the experimental values in the cafgeafommon 3,4,5-
triamino-1,2,3-triazole saltS. Performing electronic structure calculations on large
systems of ionic liquids can be difficult given the fact thiatinitio electronic structure
theory methods scale <Nr worse, depending on the chosen method, where N measures
the size of the system. This means that correlated elecstioture methods become
computationally prohibitive for very large systems with more thantE#yy atoms. A
common approach for large systems is to treat the most imp@aanof the system
using quantum mechanics (QM) and the remainder (bulk) using molenelEdranics
(MM). These combined QM/MM methods have had some success for dgsgems.
However, not all large species of interest have an obvious sepabaiwveen QM and
MM regions, and the electronic effects of the MM region cannot lysbalcaptured by
MM calculations. In such cases, a fully QM treatment is pable. A fully QM
treatment can be made feasible if one can divide (fragmengytem of interest into
smaller fragments in such a manner that QM accuracydmeel’’*® For example, the

fragment molecular orbital (FMO) metH8d? divides the system into fragments and
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computes each fragment (monomer) in the presence of the eldatrpstantial of the
other fragments. The FMO method is suited for larger systembsamntbeen applied to
systems such as polypeptides and prot&ires,heavy metal system containing 3596
atoms>* and clusters of thousands of water molecufed.arge systems can be treated at
a high level of theory, thereby allowing valuable insight into dasgstems of ionic
liquids. The use of the FMO method with ionic liquid systéfisas been limited and is
explored in this report.

Additional studies used to investigate the dynamics of the HEATN systemadéncl
the use of fluorescence spectroscopy to compare this high-emmsigyliquid to other
more commonly used ionic liquids. Steady-state and time-resoliteatescence
measurements were performed to assess how HEATN behaveslasra at short time
scales. In particular, solvation dynamics experiments wergedaout using the
fluorescent probe coumarin 153 (C153) in HEATN. The structure of C16Bes in
Figure 1c. C153 is an ideal probe, and has been used extensieelgrge number of
solvation dynamics studies in various meti& The pervasive use of C153 permits
facile comparison of HEATN with other ionic liquid systems.s#immary of the various
solvation dynamics studies in ionic liquids has recently been publfféredwell as a
report of some of the applications of such explorati8nsintil now there have been no
explorations of the solvation dynamics of triazolium ionic ligudtems. The solvation
dynamics of the HEATN system were investigated via the C153 @mbbee different
temperatures, and the rotational dynamics were measured bytiegptbe anisotropic

nature of the fluorescence of the probe through this viscous ionic kguadfunction of
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temperature. Comparisons with previously studied imidazolium and phosphariiim

liquids are presented.

Materials and Methods

Computational Methods

Molecular structures were obtained by performing geometry gatrans using
second-order Moller-Plesset perturbation theory (NMP&)d the 6-31++G(d,p) basis set.
253 Hessians (matrices of the energy second derivatives) weneniteed to ensure that
each stationary point is a minimum (no negative eigenvalues)rangtion state (one
negative eigenvalue). All calculations presented in this work asephase cluster
calculations. Population analysis was carried out using eletimgiotentials (ESP)
following the geodesic approach. Studies of two cation-anion patsarfiers) were
carried out using the FMO2 and FMO3 method, at the MP2 level ofytheIn the
FMO2 method, all single fragments (monomers) and pairs of fratgm(eimers) are

calculated explicitly in the electrostatic field of the rémdar of the system. The FMO2

N N
energy may be written a&=> E + > (E, -E, —E,), where Eand F are the
|

1>9
monomer and dimer energies, respectiveliikewise, the FMO3 energy includes the
explicit QM calculations of all trimers, so that three-bodyeiactions are included
explicitly. The computational efficiency of the FMO method carexgloited by the use
of the generalized distributed data interface (GDDI) allovtimg levels of parallelism®
With the ionic liquid system studied in this work, each fragment (menpwas taken to

be one cation or one anion. All calculations were performed tisénglectronic structure
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theory program GAMESS (General Atomic and Molecular Electro8icucture

System)>*°and were visualized when possible with MacMofPlt.

Materials

Coumarin 153 (C153) (Exciton Inc., Dayton, OH) was used as received. 4-
Amino-1,2,4-triazole was purchased from Sigma. The production of 1-subdtd-
amino-1,2,4-triazolium nitrate ionic liquid molecules through a metathesiseybogtlic
halide and nitrate salts is well establish&®. The specific synthesis of 1-hydroxyethyl-
4-amino-1,2,4-triazolium bromide (HEATB) and 1-hydroxyethyl-4-amino-1,2,4-
triazolium nitrate (HEATN) from metathesis of HEATB witliver nitrate follows the
procedure described by Drake, Hawkins and Tollon.

The synthesis of the other ionic liquids shown in Figure 1 is destglsewhere
116081 and they were decolorized according to the procedure describedysigd?
Briefly, the impure ionic liquid was diluted and was allowed to etbteugh a column
packed with celite, silica gel and activated charcoal. After ékeess solvent was
removed, the ionic liquid was dried under vacuum with mild heating. Ther wantent
of the HEATN sample was determined using a Mettler ToleddB®Ilcoulometric Karl
Fischer titrator. The viscosity of the HEATN sample wassneed at each of the five

temperaturest 0.1 °C using a ViscoLab 4000 viscometer from Cambridge Applied

Systems.

Steady-state Measurements

Steady-state absorption spectra were obtained using a HPabiard

8453 UV-visible spectrophotometer with 1-nm resolution. Steady-fiiadeescence
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measurements were taken using a SPEX flurormax-4 spectrofluerofd€@RIBA Jobin
Yvon) with 1-nm resolution. The emission spectra were correctedefi@ctor response
and the lamp spectral intensity. All emission spectra werangotavith an excitation
wavelength of 407 nm and a 3 nm band-pass. A 3 mm path length quartz ewaztte

used for all measurements.

Time-resolved measurements

Fluorescence lifetime measurements were made usingribkectirrelated
single-photon counting (TCSPC) apparatus described previdtislf. summary is
included here. Using a home-made mode-locked Ti:sapphire oscillatqreduat 532
nm by a Nd:VQ Millennia (Spectra-Physics) laser, femtosecond pulses werduced
which were tunable from 780 nm — 900 nm having a repetition rate of 82 MHz. With the
output selected at 814 nm from the Ti:Sapphire oscillator, theitrepetite was reduced
to 8.8 MHz via the use of a Pockels cell (model 350-160 from Conopticdsand was
subsequently frequency doubled through the use of a harmonic generatol {fRede
2000B from U-Oplaz Technologies). The produced blue light with a waytkleof 407
nm was used as the primary excitation source for all tinmwes studies. After the
harmonic generator a half-wave plate was placed in frontveftacal polarizer to ensure
the polarization of the excitation light. The fluorescence wdsated at a 90angle to
the excitation source and then passed through an emgsdamizer set to the magic angle
(54.7) with respect to the vertical excitation lightn the case of the anisotropy studies
this polarizer was set to°Oand 90 with respect to the vertical excitation light,

respectively. A 425 nm cut-off filter was placed before a multioka plate (MCP)
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(Hamamatsu) to help remove any unwanted scattered excitatn\Wipen performing
the solvation dynamics studies, a monochromator was placed befdviCtPdo ensure
the collection at each selected wavelength. The signal freamMCP detector was
amplified and sent to a Becker & Hickl photon counting module (model&3L The
instrument response function had a full width at half maximumH{M)of ~45 - 50 ps.
The parallel and perpendicular-polarized fluorescence anisotromy droves were
collected in a 22 ns time-window and fitted simultaneously following method
described by Cross and FlemitfgThis method takes full advantage of the statistical
properties of the measured curves. The solvation dynamics sitodadged recording
fifteen single wavelength decays from 490 nm to 630 nm in 10 nnvaigein a time-
window of 9 ns. Typically, 1024 channels of data were collected gBi@gs/ch. The
wavelength-resolved fluorescence transients were fit to sfisponentials (typically 2
or 3, as necessary to fit the data), and time-resolved emissictrasp€RES) were
reconstructed as described in previous repdtts.

The traditional approach was used for fitting the time-resodredsion spectra
to a log-normal function?*"®! from which the peak frequency(t)is extracted as a
function of time. The solvation dynamics is described by theoviatly normalized

correlation function:

C(t) — V(t) _V(OO)

H0) ) &

BecauseC(t) is anormalizedfunction, the accurate determination@ft) depends upon
accurate values far(“0”) and v(x). v(“0”) is the frequency at zero-time, estimated using

the method of Fee and Maroncéfliwho have described a robust, model independent,
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and simple procedure for generating this “zero-time” spectnffd”) represents the
emission spectrum expected prior to any solvent relaxation bet afimplete
intramolecular vibrational redistribution. The validity of this applohas been checked
using a different method for estimating the “zero-time” gemization energy in a
previous report’ and was shown to be reliablgeo) is (usuall§>®9 the frequency at
infinite time, obtained from the maximum of the steady stpertsum. (This is not,
however, true in the case of very slowly relaxing solvents, addms demonstrated in
the case of certain ionic liquid5®>°®for which the emission spectrum at ~3 times the
fluorescence lifetime of the probered-shiftedto that of the equilibrium spectrum.) The
v(t)s are determined from the maxima of the log-normal fits of theris@ved emission
spectra. In most of the cases, however, the spectra are broadess smme uncertainty
in the exact position of the emission maxima. Thus, the rangjeeafaw data points in
the neighborhood of the maximum needed to estimate an error for Ximaumaobtained
from the log-normal fit was considered. Depending on the vaéltihe spectrum (i.e.,
“zero-time”, steady-state, or time-resolved emission spegirtima typical uncertainties
were determined to be: “zero-time” ~ steady-state (~ + @90 < time-resolved
emission (~ + 200 ci). These uncertainties were used to compute error bars for the
C(t) graph (giving a maximum error of £ 0.04). Finally, in genegatireC(t) curve, the
first point was obtained from the “zero-time” spectrum. Themsggoint was taken at
the maximum of the instrument response function. The fractionahtsmivwas also
computed at 50 ps by takirigy,=1-C(t = 50pg. The experiments were also carried out
at five different temperatures (2&, 35°C, 45°C, 55°C and 65°C) that were obtained

using a variable temperature sample cell holder.
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Results and Discussion

HEATN Structures

A previousab initio investigation® of triazolium ionic liquid systems, especially
triazolium dinitramide, showed a tendency for proton transfer from the cattbe ainion
in an ionic dimer to form neutral pairs. This proton transfer was femhdve a very low
energy barrier and was often spontaneous. This tendency was gatexstifor the
HEATN system by performing geometry optimizations on the diffe pairs of cations
and anions. The geometric structures of both single cation-anian(dairers) and two
cation-anion pairs (tetramers) were investigated. Six strestlabeled 1, I, 111, IV, V,
and VI were found for the HEATN dimer (Table 1) at the MP2 |@idheory. These
structures are ordered with respect to their relative emsevgth structure “I” having the
lowest energy. The relative energies are given in Table 1, alidhghe hydrogen bond
distances, and the electrostatic potential derived chargeseditinety, no spontaneous
proton transfer from the cation to the anion ions is found to occur. Theitundes of the
charges are ~0.8 in each structure, so these are clearlysjpeites. There are two
hydrogen bonds, OH---O and NH---O, that connect each cation-anion pair. The
corresponding hydrogen bond distances are listed in Table 1. The hydrogeés may
contribute to a larger density than these species might othdmange High density is a
desirable property of high-energy specfés.

The HEATN tetramer was also investigated using the MP2 meiamih tetramer
structure was found by taking the dimer geometries and combining tbeform

tetramers. The MP2 geometry optimizations using these statiingtures yielded the
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five geometries seen in Figure 2. The relative energies, hydiogel distances, and the

Table 1 —.MP2 dimer HEATN Properties

electrostatic potential

derived charges are givel
in Table 2. ¥ The

computed charges are a
above 0.7 in magnitude
so that all of the specieq

are ionic as expected.

The FMO method
was used to evaluate th

feasibility of using this

method with larger

(hexamer and higher)

ionic liquid clusters. The
structures discussed aboy

provide benchmarks

against which the FMO2-

ESP
. Eri OH--0" | NH—D"
Dimer* _ Charges
(oexfrnol) (&) (A) {eation, anion)”
ll‘\r',
bc@ |
!!' 0 1.85 1.50 0.82, -0.82
e -]
I
-
q: 0.6 1.84 .06 0.79, -0.79
ce
I
-'.t.
@g
13 1.87 1.93 0.83,-0.83
o ¢
i
=T
<=
{: 3 16 1.88 191 | 0.80,-0.80
v
- . .\.1 .
i %4 4.0 1.84 1,93 .50, -0.80
)
LY
.'.i-‘- )
g == 5.0 1.86 .84 0.82, -0.82
L
VI

MP2 and the FMO3-MP2:

method may be compared
reported listing the cation first and the anionoset

Energies relative to dimer “I".

OH---O & NH---O refer to the distance betwedse tOH/NH group ¢

he cation and the nearest O atom on the anion.

'Electrostatic Potential (ESP) Charges on each rmatind anion a

as shown in Table 3. Fof MP2 optimized dimer structures of HEATN using t8&1++G(d,p
basis arranged in order of increasing energy withhéing the lowes

each system one moleculénergy structure found. The atom color codes aiteogen is blue
oxygen is red, carbon is black and hydrogen isavhit
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Figure 2 -Tetramer structures of HEATN obtained using the Mi2hod with the -
31++G(d,p) basis. They are labeled in order ofgaasing energy. Red represents oxygen,
represents nitrogen, black represents carbon aitd vepresents hydrogen. Additional d
obtained from these calculations can be seen ite$&band :

was assigned to each fragment, giving one ion pa® Fmonomer. As expect, the
FMO3-MP2 method has smaller errors, but both FMO2 an®BMre within 1 kcal/mc
or less of the full MP2 relate energies. Thus, the less computationdemanding
FMO2 method provides sufficient accuracy for thegecies, suggesting that tr-body
effects are minorOf equal importance is the memory required for¢hkeulatons. The
full MP2 method uses 8.00B of RAM per node of eight coresvhile the FMO-MP2
and FMO3MP2 methods use 1.93 GB and 1.1B respectively. The ESP charc
derived from the FMO2 and FMO3 single point caltiolas are in good agreement w

the MP2 values (Sekable 3)
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Tetramer Erel” lon® NH---O% | OH---N°* ESP
(kcal/mol) (A) (A) Charge
C1 0.86
o [Ar] 200 1.84 YT
) C2 0.86
<21 200 1.84 YT
C1 0.86
A 177 1.70 674
I 10.1 Co 0.78
Ny 173 2.45 ool
€1 1.93 1.78 0.93
Al -0.92
Il 18.8
C2 1.88 1.89 0.82
A2 ' ' -0.84
Cl 4189 1.81 0.81
Al -0.78
AV4 27.8
C21 186 1.80 0.73
A2 ) ) -0.76
¢l 5.05 1.73 0.95
e o
474 1.75 :
A2 -0.88

2Energies (kcal/mol) relative to tetramer

® These ions are defined in Figure 2
¢ OH---O & NH---O refer to the distance between the OH/Nblugron the cation and

the nearest O atom on the associated anion (see Figure 2)
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Table 3.Comparison of MP2 and FMO-MP2 for the tetramer geometries in Figure 2

Erei® (kcal/mol) FMO2-MP2 | FMO3-MP2
FMO2- | FMO3- b
Tetramer |\ oo | oo | vpo | 10D CEz?rPe CE:rPe
Error © | Error ¢ g 0
C1 0.93 0.83
Al -0.93 -0.83
0.00 | -030 | 002 &, 0.92 083
A2 -0.93 -0.83
C1 0.97 0.92
Al -0.80 -0.78
I 1013| 063 | 002 5 0.67 0.82
A2 -1.03 -0.96
C1 0.85 0.91
Al -0.92 -0.88
Il 1876 | 055 | -0.09 —, 0.93 0.81
A2 -0.86 -0.84
C1 0.80 0.75
Al -0.78 -0.73
v 27.75| 0.98 -0.28 C2 0.74 0.68
A2 -0.77 0.71
C1 1.01 0.93
vV 3943 040 | o013 A% 093 i
C2 0.91 0.83
A2 -0.99 -0.86

@Ee reports the energies (kcal/mol) relative to tetramer “I”
P These ions are defined in Figure 2

¢ The FMO2-MP2 energy error relative to the MP2 energy
4 The FMO3-MP2 energy error relative to the MP2 energy
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Solvation Dynamics of C153 in HEATN

HEATN was investigated using the fluorescent probe molecule C153abBoeption
and emission spectrum maximum is at 431 nm and 546 nm respectiveheamavas no
temperature dependent shift of the spectra of C153 in HEATN.|lubee$cence of C153
underwent a monotonic red shift depending upon the increase in excitaivelength
from 400 to 500 nm. This excitation wavelength dependence, or red edgati@xci
effect, has also been observed in other ionic ligtfifisThis effect observed in ionic
liquids is due to its inherent heterogeneity. This heterogeneity is atttitautee presence
of nanostructural assemblies and different microenvironments withimélaé ionic

liquid.” " Thus, exciting at

different wavelengths
selectively excites 1.0+
molecules in different local 0.8

%)

o
environments and thus the % 0. 6-

@)

Oo

solvent response around

the excited probe differs 0.2-

from one to another. In 0.0:

order to construct the ° Time (ns)

solvation correlation Figure 3 - Representative normalized wavelength-

resolved fluorescence decay traces of C153 at six
function C(t), time-resolved different wavelengths in HEATN at 56.

fluorescence decays were collected at different wavelesgtrming the entire range of

the emission spectrum of the probe as shown in Figure 3. The detdys blue end of
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the spectrum are characterized by a faster response,ashé@se collected at longer
wavelengths are accompanied by a rise time that was dbe population flux from the
initially excited state to the relaxed state. This trend @felength dependent decays is a
signature of local solvation dynamics. Time-resolved emissiortrapac50 ps and 7.05
ns of C153 in HEATN are presented in Figure 4 at two representatnperatures. The
corresponding “steady-state” and “zero-time” spectra @@ iatluded. Note that unlike
the spectrum at 53&, the 7.05 ns spectrum crosses the steady-state spectrufiCat 25
indicating that this spectrum cannot be interpreted to convey adgqtieecompleted

solvation of C153, as would

usually be expected for 1. 1—mc Steady Statp
i "zero-time" 1
highly viscous > 0.81 30023 1
o — 1 . ns 1
N 0.6 -
solvents-*®>®®The spectrum S .
= 0.44 -
recorded at 7.05 ns is red- — 1 1
- 0.2 -

shifted by ~270 cf relative N 0.0 —_— e
‘C—E 1.04 T=55C i
to the steady-state spectrum, & 0 8- ]
demonstrating that solvation Z 0.6 -
is slightly slower than the 0'4'. ]
0.2+ .
population decay of thé& ] ]

15000 ~ 18000 21000 24000
Wavenumber (cif)

phenomenon has  beepjgyre 4 -Time-resolved fluorescence emission spectra (TRES)
) ) of C153 in HEATN at 2%C (top panel) and B& (bottom panel) .
previously observed in theso ps and 7.05 ns. Corresponding “steady-state” and “time-zero”
spectra are also included. The error for the steady-state and time-
case of the slowly relaxingzero spectrf\ is ~ = 100 ¢hwhile for the other timed points it w
~+ 200 cm.

state of C153. This

www.manaraa.com



133

phosphonium ionic liquids. In previous studitd, was found that the amount of rapid
solvation and the average solvation time decrease and increasetivespes the time-
window of the experiment is increased. The occurrence of solvl@bns slower than
the population decay of th& state has also been noticed elsewhere for related
systems$>® |n order to compare the solvation in the ionic liquid media, an pttems
made to study the parent compound (Figure 1b) which is the nduéiaino-1,2,4-
triazole (melting point ~ 88C). A solvent induced spectral shift was not observed in the
molten state at 83C using the time resolution afforded by our TCSPC apparatus,
suggesting a very fast response for the triazole, which is temsgith the low viscosity
(~ 6.2 cP) of the triazole at the melting temperature.

The spectral shift dynamics are represented by the decaheofolvation

correlation functionC(t) in

Figure 5. The C(t)s are

constructed at five
temperatures (25, 35, 45, 55

and 65C) and the solvation

C()

parameters can be seen in

Table 4. At all temperatures,

o 1 5 3 4 the solvation dynamics are
Time (ns) well described by biphasic

Figure 5 -Solvation correlation functior(t)) decay curves of

C153 in HEATN plotted as a function of temperature. The dzecagcays, with an initial

were fit with two exponentials and the average solvation time as

well as the fractional solvation values can be found in Table 4¢aster component preceded

The typical error for each data point is < 0.05. Water content was

determined to be < 0.3 wt. %.
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by a slower response. At 5, ~ >30% of the solvation is completed within the
instrumental time resolution (~50ps). The fractional solvafigpslisted in Table 4 is the
solvent response that is missed due to the finite time-resolutitve GAFCSPC apparatus.
The missing Stokes-shift was accounted for by using the “zero-timetrapsstimated by
the method of Fee and MaroncéfliRecently Kerr-gated emission (KGEJ® and
fluorescence upconversion technicfé3 were used to measure spectral dynamics in
ionic liquids with much shorter time-resolution ranging from 200 %0 fs. Both the
Maroncelli and Vauthey groups have reported a small but signifieardunt of a
subpicosecond component in the case of solvation in ionic liquids. Maroaoelli
coworkers have used a combination of KGE and TCSPC data to resmhyaete
solvation response in ionic liquids using 4-dimethylamino-4 -cyahestd (DCS) as a
probe’’® The observed response functions were well described by biphasigsdec
consisting of both a sub-picosecond component of ~10-20% amplitude and a dominant
slower component relaxing over a few picosecond®geveral nanoseconds. The faster
component was associated with the inertial characteristite afanstituent ions, and the
slower component to solvent viscosity. The missing portion of thealimélaxation
contains both subpicosecond inertial contributions as well as componeriagein the
1-10 ps time scafd@ and this interpretation was also corroborated by simulations

performed by Kobrak®
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Table 4. Solvation and anisotropy parameters in different ionic liquids.

Anisotropy Solvation
lonic Liquid T n° R.” R ro <Tyot> Crot fops  <teo>?  te LT
(K) cP) A A (ns) (ns)  (ns) (ns)
HEATN 298 427 290 209 0.35+0.03 21.10.6 0.48 0.36 0.62 4.7 1.3
308 272 0.36 £t0.10 11.3 0.5 0.42 0.47 0.22 29 070
318 133 0.32 £0.02 57104 0.45 0.45 0.16 1.4 030
328 69 0.38 £0.02 4.3 0.7 0.67 0.53 0.10 0.7 018
338 40 0.36 £0.01 2.6 £0.1 0.72 0.60 0.07 0.4 0{10
BMIM CI ' 343 334 3.29 2.09 0.21 0.59
BIM NTf 5 293 90 3.16 3.39 0.65 0.20
MIM NTf 293 77 2.69 3.39 0.64 0.42
CVIM NTf 342 38 4.05 3.39 0.62 0.28
P(C4)sC1sBr¢ 339 268 496 2.26 0.29 5.3
P(Co:CaCIX 331 80 518 2.09 033 39

& Error bars for viscosity measurements are witHir2%.
b yan der Waals volume of the cations,[\are calculated from the Edward’s atomic incrersénand the radius of (fRare obtained using the relatid®, = (3\/W /47r)1’3

¢ Radius of anions (R are obtained from Bon®iand Jin et af’

4 The error bars in the anisotropy experiments hteioed from triplicate measurements.

¢ Rotational decoupling constai@,{) is calculated using equation 4.

f Fractional solvatiorf,psare calculated at 50 ps for HEATN samples and Hf@pother ionic liquids.

9 Average solvation timesg,,> are obtained by the fittinG(t) curves with two exponentials.

" The cation () and anion() diffusion times are calculated using the equatios an/ f,kgT , where the parameters are defined in the text.

i From referenc®
LFrom referenc®
From referencé
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As expected, the solvation times decreased with increasmggetature. This was
most likely because of the decrease in the viscosity of the liguid, which allowed the
neighboring solvent molecules to reorganize faster around thee@stitte dipole of
C153. Figure 6a shows the dependencsobfation time on viscosity in different types of
ionic liquids namely those based on imidazolium, phosphonium and triazositioms:
The solvation times of C153 in HEATN show a reasonable correlatitin wacosity,
whereas in imidazolium based ionic liquids the correlation is nojoasl. Marked
deviations are observed for the case of phosphonium ionic liquids. Thivatisens
consistent with those reported by Maroncelli and cowor®efswho attributed the
deviations in phosphonium ionic liquids to the enormous size of the cationymoiet
Solvation in phosphonium ionic liquids is much slower than that of the iwlidaz and
HEATN systems. For example, althoughsC1sP" Br ”is isoviscous (~270 cP) with
HEATN (at 35C), the solvation is 5 times slower in the phosphonium liquid. This
observation can be interpreted in terms of the van der Waals volurttes adnstituent
ions. The radii of the cations and anions listed in Table 4 weimatsed using
Edward’s® and Bondi'é? van der Waals increment method#e radii decrease in the
order of phosphonium (~5.3A) > imidazolium (~3.4A) > triazolium (~2.9A)hisT
probably also explains the 2-fold faster average solvation iimE&ATN compared to
the isoviscous imidazolium based ionic liquids. It is noteworthy & ¢bintext that in all
of the imidazolium based ionic liquids studied so far, the completthxed state or
equilibrium condition is represented adequately by the steady-state spetthe probe,

however this was not the case in HEATN under ambient temperature.
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|091011 log {P(n/T)*R,B} log {P(n/T)*R,BR_}

Figure 6 -(a) The average solvation timetgz) of C153 is plotted as a function of viscosity {n different ionic liquids based on imidazolium,
phosphonium and triazolium cations. The solvation times of C153 in HEATN show a tdasmreelation with viscosity, whereas in imidazolium
and phosphonium ionic liquids studied previously poor agreement is seentaigiet $ine is drawn to help guide the eye. (b) Correlationtg# i

the ionic liquids withn/T and cation radius (R The proportionality of s> varies agn /T)* Rf’ , WhereR, is the radius of the cation, and A and B

are constants determined to be 0.5 and 4.5 by multiple regression analysisorfiéiation is slightly improved when the anion sk’ is
incorporated (c). The Rand standard deviation (SD) are obtained from the fit represented bathbtdine in ‘b’ and ‘c.’
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As discussed above, besides viscosify the size of the individual ions strongly
influences the solvent response. In order to elucidate how the Bmsght affect the
observed solvation times, different analyses were performed mativgtine methods of
Maroncelli and coworkerS. The ion sizes were correlated to the logarithm of the
solvation times1s) and to various measured and calculated properties. A plot oftdog <
versusn/T did not provide substantial improvement compared to a plot of gy <
againstn only. Consistent with the reports of Jin et’ala, much better correlation was
found, as shown in Figure 6b, in which the solvation time variég/a3”R®, whereR.
is the radius of the cation, and A and B are constants detertoirezl 0.5 and 4.5 by
multiple regression analysislhis correlation was slightly improved when the anion size
(R) is incorporated as shown in Figure 6¢. Thus, the dependenclratian time could

be best described as follows:

< Tg >oC 77R£Rf'5 (2)

The diffusion times of the cation and anion of HEBMTwhich is the amount of time
needed to move a root mean square distance equbktoadius of the liquid, were
calculated using the relatian = nR®/ f.k,T , wherekg is the Boltzman constant ards

an empirical correction fact6f®* 0.53 and 0.7% for ‘+' and ‘=’ which refer to the
cation and anion respectively. The calculatedudifin times are presented in Table 4.
The correlation of solvation time with the diffusidime of the cation and anion, as
shown inFigure 7, indicates that the contribution of the reoriemtasil motion of ions to

the overall relaxation process cannot be neglected.
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08 -04 00 04 08
log(t.)

Figure 9 - Solvation times of C153 in HEATN at five different temperatures
versus estimates of the cation and anion diffusion time determined using the

equationt, =R’/ f k,T , where the parameters are defined in the text. The

linear fits are shown as solid straight lines, whereas the daskea@firesents
the 1:1 correlation.

Rotational Dynamics of C153 in HEATN

The fluorescence anisotropy of C153 in HEATN wasasured at five different
temperatures and was found to decrease with temoperalhe anisotropy decay was
non-exponential at all temperatures investigatedike in normal polar solvents. The
limiting anisotropy () and rotational times are presented in Table guré 8 gives the
variation of rotational timertfy,) of C153 in HEATN as a function of viscosity and

temperature in the form ofy/T. This plot shows a good correlation in the form

<1,, > A7/ T)%, whereA is a constant determined from the linear fit tallie lonic
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liquids have been reported to show similar cori@tatas established by normal polar
solvents’’

The experimentally measured anisotropy decay tiafeS153 in HEATN have
been analyzed within

the framework of 2.0

Stokes—Einstein—
Debye (SED)
hydrodynamic theory.

According to this

theory, the rotational . =
eory e rotationa . .- Siip
diffusion of a medium ' -
) -0.8 -04 0.0
sized solute molecule
log (n/T)

in a solvent continuum
Figure 10 -Correlation of the average rotational time{g) of C15:
is assumed to occur by HEATN with viscosity fi/cP) and temperature (T/K). The solid
(red) shows the best fit of the data to the proportionalify><=
small step diffusion 1.13x10° (SKcP") (n/T).”® The dashed lines are the average rotal
times predictgg from hydrodynamic models assuming an ellip
- . shape of C153 using “stick” and “8p” boundary conditions. Tl
and the reorlerltatlonexptlca)rimentally obsef{/ed rotational ti?nes fall Wityhin the bouedan
ydrodynamic predictions and the deviations can be estimated

time of the solute an otational coupling factorQ,) as described in the text.

is related to the macroscopic viscosity of the eptby the following relatidit*

V
Thyd = ﬁ fC ) (3
B

The dashed lines in Figure 8 are the predictiondyairodynamic models, made by

assuming C153 hasllipsoidal shape with semi-axis dimensions of 2.8, and 6.1 .

In Eq. (3)Vis the van der Waalslume (246 R) of the solute f is a shape factor (1.71),
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andC is a “rotational coupling factor” which measures #xtent of coupling between the
solute and the solvent. For stick boundary cond#i@ =1, and for slip boundary
conditions C=0.24% All of the rotation times in HEATN measured at feient
temperatures fall between these two Ilimiting predins. Deviations from the
hydrodynamic predictions can be estimated from uhleie of the rotational coupling
factor Ciot) Using the relation

_kBT:<rrot>’ )(4

Crot -
Vnf T

stick

where z,, is the stick hydrodynamic prediction. The valué€g; are listed in Table 4.

stic
The average value in HEATN is 0.55, whereas thnsmnventional polar solvents were
reported to be 0.57+0.09. Thus the coupling of solute and solvent betwe&B3Cand
HEATN is reasonably comparable to conventional palalvents. These results are
consistent with those of Maroncelli and coworkettsoweported that all ionic liquids,
besides bulky ones based on phosphonium, fall mithé scatter of the polablvents’’
Cadena et af® shown via molecular dynamics studies that thetinotal time correlation

of triazolium systems show a strong temperatureedépnce. As the temperature rises
the rotational motion increases; this is consisteitih the data presented hef@astner
and coworkerf& have recently studied solvation and rotationalatyits using C158ver

a range of temperatures from 5 to°80 in ionic liquids based on ammonium and
pyrrolidinium cations. They reported small ampliggcbf very long orientation relaxation
time constants on the order of 100 ns, which wessimg in the experiments reported on

herein. All of the C153 rotational time constam$4EATN ranged from 2 — 20 ns and

are in agreement with the reports by Maroncelli eogiorkers.” The dynamics reported
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in the time-scale of 100 ns may be unreliable wiigedifetime of C153 is ~3-5 ns owing

to the lack of sufficient photons at long times.

Conclusions

The structure and dynamics of the high-energy iohguid system, 1-
hydroxyethyl-4-amino-1,2,4-triazolium nitrate (HENJ, were investigated. This system
maintains a significant charge separation as detraiad by the electrostatic potential
derived charges. There were no instances in whiotop transfer was found to occur
without an energy barrier, in contrast to otherrepon triazolium ionic liquid$® The
MP2 level optimizations find six dimer and five regher structures and show a
significant, highly hydrogen bonded network withHEATN. The FMO method
adequately treats this ionic liquid systems evidenced by the small relative errors in the
relative energies. Further calculations using thOFmethod on the HEATN ionic liquid
system are expected to give similar accuracy winlieg less computer resources and
avoiding the prohibitive scaling of traditional lfalb initio methods.

Besides the structural characterization, thoroeghperature dependent studies of
the solvation and rotational dynamics in HEATN gsi153 as a probe were undertaken
and compared with the results previously obtaimedhfearlier studies on imidazolium
and phosphonium ionic liquids. The solvation tinme HEATN is faster than the
isoviscous imidazolium and phosphonium ionic ligyigrobably due to the smaller size
of the cationic moiety. The solvation times in HEMEhow an excellent correlation with
viscosity, and the ionic radii. The fluorescencealarization studies showed that the

rotational time of C153 in HEATN at different tenmptures lies within the limits of
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hydrodynamic predictions. The presence of the amimd hydroxyethyl groups allows
HEATN to participate in significant hydrogen bonglimteractions. Surprisingly, these
interactions do not seem to produce a substanifdrehce in the dynamics of the
HEATN system with respect to imidazolium systems.eXception is given in Figure 6a,
where HEATN shows a linear correlation with a siigant difference in slope compared
to the imidazolium and phosphonium systems. Despaanherent difference of having
the additional nitrogen atom in the ring, no sigraiht changes in the dynamics of this
system were observe#inally, to the authors’ knowledge this is the tfiexperimental

study of solvation dynamics in a triazolium basauic liquid.
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CHAPTER VI: COMPUTATIONAL INVESTIGATION OF AMINE
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Abstract

Primary, secondary, and tertiary amine systems siitfilar pK, values were combined
with acetic, and their ability to undergo protomarisfer was studied. The calculated
binding energies demonstrate that the relativelgiab of these systems are in the order:
tertiary amine > secondary amine > primary amin@s Trend does seem to follow the
decrease of the hyperconjugation effect among then@ium cations. An improved
thermodynamic criterion that is based on the effechpK, was used to predict the
extent of proton transfer and is proposed as a measure of the extent of ionization
among protic ionic liquids. The transition statew the acid-base proton transfer

processes were used to estimate the crossover riomgethat could be used to control
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these processes. The crossover temperature iscig@dio increase from the tertiary

amine to the secondary amine.

Introduction

lonic liquids (ILs) have been known for nearly anwegy but have only recently
gained broad attentionThese organic/inorganic ionic salts have a nundlbettractive
features that typical molecular liquids do not @sss making ionic liquids highly
interesting for a number of applications. By ddfon these liquids are composed of ions
and melt below the boiling point of watet100 °C). Due to the organic nature of ions
many ILs are liquid at room temperature. lonic idgu exhibit unique properties
including easy synthesis, high chemical and therstalility, low vapor pressure, high
fluidity, high conductivity, and excellent solvagirpropertie$* These properties can be
customized to some extent by varying the cationawion. lonic liquids are often
categorized into two groups, aprotic and protice Photon transfer from a Brgnsted acid
to a Brgnsted base forms a protic ionic liquid (PMany early studies were focused on
the aprotic salts and interest in PILs has slowdgrbincreasing as many fascinating
applications have been foundSome of these include using PILs as electrolytes,
explosives, anti-microbials, lubricants, propeltarn pharmaceuticals and in fuel célls.
1 pILs have highly tunable chemical properties amhyrunique properties compared to
conventional aprotic ILs, including higher conduities and fluidity, as well as lower
melting points:®*3

Many of the properties of PILs depend to a largeer@ on their degree of

ionization, that is, the extent of proton trandf@m acid to base. It has been proposed
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that less than 1% of the neutral species shoulgrbeent for an ionic liquid to be
considered “pure™* Angell and co-workers have suggested the use/galaen plot (log
equivalent conductivity versus log fluidity) to ass the degree of iconicity in PILs with
some caveatS’*® The Walden plot estimates the degree of ion aaoniaggregation
through the relationship between molar conductiaitygl fluidity, forming an ideal line
for the fully dissociated electrolyte. The positiohthe ideal line depends on the size of
the ions involved in the formation of the ionicuids as described in the Nernst-Einstein
equatior’® The deviation from the ideal line flags reductionconductivity due to the
presence of non-conductive species such as ios phionic clusters. In the case of PILs
the deviation from an ideal line might indicateheit incomplete proton transfer between
acid and base or the formation of neutral clustersisting of ionized specie&®
Yoshizawaet al. have proposed to use used agueousvalkies as an assessment
of the extent of proton transfer in PItsThe correlation between the excess boiling
point, ATy, that is, how much higher the boiling point of tPk is than the average of the
acid and base boiling points, and tyeK.??value led to the conclusion that the aqueous
pKa values are useful for predicting the degree ofgurdransfer in PILS. ApK2? refers
to the difference in the aqueous p¥alues of the acid and the basepK.?? =
pK LY base) - pi®¥acid). This correlation led Yoshizavea al. to the conclusion that a
ApK2¥> 10 was required for the full proton transfer tzar among the PILs studiéd.
MacFarlane and co-workers explored the idea ofguiApK.*Pvalue as a predictor of
the degree of ionization (with some doubt) amonigsRind by plotting the degree of
ionization as a function ofpK,®? these authors showed that &pK.°¥ = 4 should

mathematically be sufficient for 99% ionizatith.Further, in the field of active
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pharmaceutical ingredients (APIsNaK.?¥> 3 (the “rule of three”) is considered to be
sufficient to form a crystalline séit.Yet, Stoimenovsket al., demonstrated that some
PILs based on APIs exhibit a “low degree of ioritat even with aApK.2? value of
7.52% Similarly, Rogers and co-workers have reported sARith a ApK.2? =~ 3 that
exhibited no salt formatioff. The complex energetics of these systems is explore
some detail by MacFarlane and co-workers, indigatimat the enviornment plays a
significant role in the extent of proton transfer.

Stoimenovskiet al. discussed the relationship betwespK,®® and extent of
proton transfer in primary, secondary and tert@mjne system$. The amine basesith
similar pKL?? vaues were combined with a common acid (acetid)@ci measure the
extent of proton transfer. They observed restrigteaton transfer among the tertiary
amine base systems for whicApK,®¥ >> 6 was necessary to provoke strong proton

transfer. This is consistent with the conclusiorfs Yoshizawa et al®®

regarding
experiments on tertiary amines. When primary ansiystems were used,/pK. 29> 2
was already enough to result in 90% proton trangféth a ApK. %Y > 4 required for
>99% ionization). Their investigation of secondaaynines showed that they lie
somewhere between those extremes. The differemiengatheApK.?? values and the
degree of proton transfer was attributed to theesap hydrogen bonding ability of
primary amines over secondary and tertiary Ghes.

The degree of ionization among PILs depends lgrgeltheir enviornment. It is
necessary to understand the proton transfer in idllnsore detail to determine how this

behavior may be controled. The present work abesitio-based computational methods

to provide additional details about the energetitshe proton transfer process. The

www.manaraa.com



155

investigation was carried out using a primary amgseondary amine, and tertiary amine
(seeFigure 1) in conjunction with acetic acid and a solvent mlogb study the proton
transfer reaction between each base molecule atit acid. The complexes between the
acid and three bases as well as their ionized eopents i(e. protonated bases and
deprotonated acid) were investigated with the gufapredicting the thermodynamic
stabilities of the ionized complexes with respecthe neutral ones. The transition state
energies facilitated the estimation of a crossdeerperature at which overbarrier and
guantum mechanical tunnelling transitions are dguabdssible. At temperatures above
that of the crossover the classical motion of thetgn “climbing” over the barrier
dominates, allowing the proton to reside at thegetecally preferable position and move
along the potential energy surface within the knat the kinetic energy. The knowledge
of the crossover temperature would allow for a greaontrol of the proton transfer
process in a wider range of temperatures, espgdathperatures below RT. Based on
the binding energies of the ionized complexes @&ie” ApK, value of these amine
systems were determined and compared with expetaineata. This study further sheds

light on the proton transfer process among sindifgt.? protic ionic liquid systems.

Theoretical Methods

All calculations were performed using the Generdabmdic and Molecular
Electronic Structure System (GAMES33° and the 6-311++G(d,p) split-valence triple-
zeta Pople type basis $ét2 Second order Mgller-Plesset perturbation theorZ)f
was used for all calculations, in some cases inuoation with the conductor-like

polarizable continuum model (CPCM)to model solvent effects. All structures were
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verified to be minima or saddle points by computamgl diagonalizing the hessian matrix
(the energy second derivatives). The binding eesrffisinging) Were calculated using the
following equation:

E Epx—Er—E;g

Binding —
where Eg is the total energy of the AB complex, whereasaBd E are the energies of
the components, A and B, respectively, evaluateitheit minimum energy geometries.
All the energies used in this equation were coeedor the zero-point vibrational

energies and were determined using the same soiwedel. All calculations were

visualized when possible using MacMofPlt

Results and Discussion

Each amine system was investigated using the MPthadewith the CPCM solvent
chosen to be ethanol. The choice of ethanol wasnalized by comparing dielectric
constants of routinely used ionic liquids with th@$ molecular solvents. The majority of
ILs have modest dielectric constants, close toetmfsmedium-chained alcohos The
energies of the neutral base-acid complex, tramsgtate of the proton transfer process,
and the ionized base-acid complex were computethfee amine bases: 1) the primary
amine,n-propylamine (se€&igure 2), 2) the secondary amine, eiethylamine (Biggire

3) and 3) the tertiary amine, methylpyrrolidine (§égure 4).

Energetics of ionized vs. neutral acid-base complexes

As seen fronTable 1, out of the three amines;propylamine favors the formation of the
neutral complex with the acetic acid. For the &ytiamine the situation reverses, with

the ionized complex becoming more stable by abdutk6al/mol. The secondary amine
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represents an interesting case as both neutral @mmized complexes are
thermodynamically equal.

From the experimental point of view, theK,2? values for all three systems given in
Table 2 are positive and > 5, indicating that the protaster should be present.
Interestingly, the calculated results show thay dné tertiary amine systerfigure 4) is
thermodynamically preferred to undergo the protangfer, thus forming a protic ionic
liquid. This outcome contradicts the previously@atved experimental results that
indicated that the mixture of methylpyrrolidine aacktic acid did not form a protic ionic
liquid, whereas the primary and secondary aminessnuifar pk,“? values existed in a
highly ionized staté®***The calculated binding energies increase in tHesdertiary
amine > secondary amine > primary amine. The tremat reflected in the experimental
ApK2¥ values that remain almost constant in the saniessdte found theoretical

trend is not erroneous, as it accounts for decdelaggerconjugation in the corresponding
ammonium-based cations. It was already pointedefaré’ that the pk®® values could
be “insensitive” to the environment and potentiatiysome electronic effects such as
hyperconjugation.

The unusual result for the tertiary amine couldelkplained by the lack of the basis set
superposition error (BSSE) correction that is etgdo be larger for the ioninized
compelxes than in the neutral ones. The BSSE phenomis usually important in non-
covalently bound complexes due to incompletenesdasfis sets used. The BSSE
calcualtions to correct for deficiency of the baskst are currently underway. To
counteract the BSSE issue a larger basis set dedesnd the optimization of the neutral

and ionized species are currently performed wigh@t811+G(3df,2p) basis set.
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Another explanation for the thermodynamic prefeesfar the neutral complexes in the
case of the primary and secondary amine bases beulde fact that the envornment was
fully not taken into account. For example, in tlse of the primary amine the presence
of two hydrogens on the nitrogen centre might alfowthe formation of a hydrogen-
bonded network, thus resuling in stabilising coapeity effects and encouraging the
proton transfer. Currently, studies of clusterstaming two acids and two bases are
underway to investigate whether additonal hydrolgending does indeed enhance the

proton transfer, thus making ionized clusters ntbeemodynamically stable.

Effective ApK, values

To understand the effect of alkylation in the amio&ses on the proton transfer,
“effective” ApK, values were calucalted based on the binding ersefigehe ionized
complex:

A-H+B=B-H..A

[BH"... A‘]J
[AH][B]

AG=-RTIn(K,,| = —RTIn[
There are two asusmptions used here: 1) lgf(fepresents the effectivepK, and 2)
The entropy during the proton transfer does nohgbdor the three amines studied and

therefore, the Gibbs free energy can be approxoinbyeAH , i.e. the binding energy.

The resulting effectivapKj, can be expressed as follows:

_ Ebinding
APKI =2 30: R

The first assumption would not be valid in aquesakitions as the ionized species are

expected to be strongly solvated by the surroundiater molecules. Neat protic ionic
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liquids that are fully ionized usually have highltmg points and deviate from the ideal
line on the Walden plot due to ion associatidnis expected that after the proton transfer
the protonated base and the dissociated acid wmeilldngaged in ion pairing as was
shown in thab initio (DFT) MD simulations of methylammonium nitrate.

The calculated effectivApK, are presented ifiable 2 As one can see, these numbers
increase from the primary amine to the tertiaryraamby 2.6 pK units, which is quite
significant. Based on the Yoshizawa criterion thpK, should be > 10 for a full proton
transfer, the effective value for methylpyrrolidimeuld still not allow for the full proton
transfer. The proposedpKy(eff) could be an improved thermodynamic criteritin
predict the extent of proton transfer. Currentlysyastematic study that incorporates a

number of amine bases and carboxylic acids is uaer

Transition states and crossover temperatures

It is usually assumed that the proton transfer Isaaier-less process in the acid-base
system. It was indeed shown that in the case ofrifieolium-based ionic liquid coupled
with the nitric acid the proton transfer was foundbe instantaneous.For each of the
amine systems studied here the proton transferdasgtwhe acetic acid and the base
occurs through a transition state and not spontesigoThe optimized structures and the
corresponding reaction barriers are givenFigures 2-4 Although the barriers are
relatively low ranging from 0.8 to 1 kca/mol theygaot negligible.

In the theory of thermally activated tunnelling pess® it is believed that the proton
transfer is a pure quantum tunneling effect at tnmapires below the crossover

temeprature (d), whereas the classic behaviour of the protonmiing” over the
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reaction barrier dominates at temperatures abgvéd a result, the proton must be very
mobile at temperatures above dnd is usually found in the area between the peoeis
undergoing the proton transfer as was shown bydfviterough the extensive X-Ray and
neturon difraction data in the case of carboxytiwlalimers.>"*® Once the temperature
cools down below d the quantum tunnelling starts to dominate, rasgltn the proton
equally residing on both speci¥s® For protic ionic liquids the knowledge of the
crossover temeprature would enable a greater dasfttbe proton transfer process itself
as well as transport properties, especially condtyct This could also open up a new
avenue for using protic ionic liquids as conductingterials at lower temperatures.

The crossover temperature can be estimated basebdeomnganery frequency of the
transtiton state as was demonstrated by RicharasdrAlthorpé&®“*° using the following
equation:

_mb
- 27k

Tc

wherek is the Boltzmann constant, ang is the imaginary frequency of the transition
state.

The calculated crossover temperatures are givemalle 2 Analysis of these data
reveals that fincreases in the series: tertiary amine > seconaaiye > primary amine
from 109 to 155 K, indicating that quantum tunnglipecomes less important at low
temperatures in the case of tertiary amines antiagell be present for primary amines

at temperatures not far from RT.
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Conclusions

The degree of proton transfer among similay, pkine systems was studied. Primary,
secondary, and tertiary amine systems combined adgétic acid provided an excellent
case study given their similar pKalues. The calculated binding energies increased
series: tertiary amine > secondary amine > prinaanjne. While this result is not directly
supported with experiment, the trend does seem otowf the decrease of the
hyperconjugation effect among the ammonium catidihss trend may also be found to
vary based on the BSSE, which may be a factor fteseexpected that explicit modeling
of the environment may affect the thermodynamidgsesnce for the neutral complexes
in the case of the primary and secondary aminesbase improved thermodynamic
criterion based on the effectivgK, was used to predict the extent of proton transéer
been proposed as a new measure of the extent iaatmm. Lastly, it has been shown
that there exists a transition state between tltkaam bases studied in this report. These
transition state barriers were used to estimatectbssover temperature that could be
used to control the proton transfer process amdreget systems. The crossover

temperature was found to increase from the teraamne to the secondary amine.

Acknowledgements.This work was supported in part by a grant from &ie Force

Office of Scientific Research.

www.manaraa.com



162

Figures

Figure 1. Optimized structures of (a) a primary amine — pgtamine (b) a secondary amine

diethylamine (c) a tertiary amine — methylpyrratidiand (d) acetic acid.
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Table 1.Binding energies of neutral and ionized complexeslangths of the N-H and

O-H bonds.
Neutral lonized

i O-H - N-H

binding binding
(kcal/mol) (&) (kcalimol)  (A)
Acetic Acid + n-propylaming  -9.20 1.04 -8.34 1.10
Acetic Acid + diethylamine| -10.40 1.06 -10.36 1.09
Acetic Acid + methylpyrrolidine| -11.37 1.08 -11.83 1.09

Table 2.EffectiveapKa valuesapKa ™ and crossover temperatures (in K).

T APKT APK (e
¢ EXp. Calc.
Acetic Acid +n-Propylamine 5.78 6.1
Acetic Acid + Diethylamine 194.8 6.08 7.6
Acetic Acid + Methylpyrrolidine 108.8 5.70 8.7
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CHAPTER VIII: GENERAL CONCLUSIONS

Chapter 3 presented unambiguous results to dematmsthat excited-state
intramolecular hydrogen atom transfer (ESIHT) isnajor photophysical process of
curcumin in the TX-100, DTAB and SDS micelles. Tih@orescence upconversion
transient of curcumin in each micelle shows a boevgmtial decay, with time constants of
3 — 8 ps (fast) and 50 — 80 ps (slow). The slomponent exhibits a pronounced isotope
effect, producing a decay time constant of 80 — A8 the micelles, which is assigned
to ESIHT. The ESIHT rate of curcumin in the TX-1@icelle is lower than those in the
other two micellar system. The hydrogen bondingyvben curcumin and the TX-100
surfactant may contribute to this effect. The féstay component, unlike the ESIHT
process, is insensitive to deuteration of curcuamd has been attributed to solvation
dynamics using results from multiwavelength flueersce upconversion studies. The
water molecules in the micellar structure give igesolvation dynamics of curcumin.
The solvation dynamics observed in the micelles shogver than that in bulk water,
which are attributed to water molecules at the Haaaterface that are labile or bulklike
and those that are bound to the surface of thellesce

Chapter 4 demonstrated with fluorescence upcororetbiat curcumin undergoes
ESIHT and ESIHT plays a major role in the photoptg/®f curcumin. Photoexcitation
of curcumin in methanol and ethylene glycol produaefluorescence signal that decays
with a bi-exponential fashion on the order of 12#0and 70-105 ps. The long-lived
signal, which exhibits a prominent isotope effectdeuterated solvents, is attributed to

ESIHT. It was also shown that curcumin exhibit®magl solvation component of ~12 ps
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in methanol and ~30 ps in ethylene glycol. In addito alcohols, ESIHT is also a major
photophysical process of curcumin in the TX-100,ABT and SDS micelles. The
fluorescence upconversion transient shows a bivexmial decay, with time constants of
3-8 ps (fast) and 50-80 ps (slow). Similar to tases of curcumin in alcohols, the slow
component exhibits a pronounced isotope effectiymimg a decay time constant of 80—
130 ps, which is assigned to ESIHT. The ESIHT dditeurcumin in the TX-100 micelle
is lower than those in the other two micellar systsystems, possibly because the
hydrogen bonding between curcumin and the TX-10@astant may contribute to this
effect. The fast decay component, however, is isiiga to deuteration of curcumin and
has been attributed to solvation dynamics. The watdecules at the micelle interface,
which are labile or bulk-like, and those that aceifd to the surface of the micelle give
rise to solvation dynamics of curcumin. Our work tms area forms a part of the
continuing efforts to elucidate the photodynamerépy properties of curcumin.

Chapter 5 discusses the structure and dynamickeohigh-energy ionic liquid
system, 1-hydroxyethyl-4-amino-1,2,4-triazolium raie (HEATN). This system
maintains a significant charge separation as detraiad by the electrostatic potential
derived charges. There were no instances in whiotop transfer was found to occur
without an energy barrier, in contrast to otherréepon triazolium ionic liquid$® The
MP2 level optimizations find six dimer and five regher structures and show a
significant, highly hydrogen bonded network withHEATN. The FMO method
adequately treats this ionic liquid systeas evidenced by the small relative errors in the

relative energies. Further calculations using thOFmethod on the HEATN ionic liquid
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system are expected to give similar accuracy wisiag less computer resources and
avoiding the prohibitive scaling of traditional lfalb initio methods.

Besides the structural characterization, thoroeghperature dependent studies of
the solvation and rotational dynamics in HEATN gs®153 as a probe were undertaken
and compared with the results previously obtairrechfearlier studies on imidazolium
and phosphonium ionic liquids. The solvation tinme HEATN is faster than the
isoviscous imidazolium and phosphonium ionic ligyigrobably due to the smaller size
of the cationic moiety. The solvation times in HEPAEhow an excellent correlation with
viscosity, and the ionic radii. The fluorescencealarization studies showed that the
rotational time of C153 in HEATN at different tenmptures lies within the limits of
hydrodynamic predictions. The presence of the amaimd hydroxyethyl groups allows
HEATN to participate in significant hydrogen bonglimteractions. Surprisingly, these
interactions do not seem to produce a substanifEdrehce in the dynamics of the
HEATN system with respect to imidazolium systems.exception is given in Chapter 5
- Figure 6a,where HEATN shows a linear correlation with a sfigaint difference in
slope compared to the imidazolium and phosphoniysiems. Despite the inherent
difference of having the additional nitrogen atenhe ring, no significant changes in the
dynamics of this system were observiéimally, to the authors’ knowledge this is theffirs
experimental study of solvation dynamics in a wlamm based ionic liquid.

In chapter 6 the degree of proton transfer amamgas pK, amine systems was
studied. Primary, secondary, and tertiary amineesys combined with acetic acid
provided an excellent case study given their sinplg, values. The calculated binding

energies increase in the series: tertiary aminecerglary amine > primary amine. While
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this result is not directly supported by experimeahe trend does seem to follow the
decrease of the hyperconjugation effect among thm@nium cations. This trend may
also be found to vary based on the BSSE, which Ineag factor here. It is expected that
explicit modeling of the environment may affect thermodynamic preference for the
neutral complexes in the case of the primary amorsgary amine bases. An improved
thermodynamic criterion based on the effecthgK, was used to predict the extent of
proton transfer has been proposed as a new meafstime extent of ionization. Lastly, it
has been shown that there exists a transition b&tteeen the acid and bases studied in
this report. These transition state barriers weegluo estimate the crossover temperature
that could be used to control the proton transfercgss among these systems. The
crossover temperature was found to increase framtdtiary amine to the secondary

amine.
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